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ABSTRACT

This paper reviews the actual and potential benefits of a marriage between cognitive psychology
and psychophysiology. Psychophysiological measures, particularly those of the event-related brain
potential, can be used as markers for psychological events and physiological events. Thus, they can
serve as “windows" on the mind and as “windows" on the brain. These ideas are illustrated in the
context of a series of studies utilizing the lateralized readiness potential, a measure of electrical
brain activity that is related to preparation for movement. This measure has been used to illuminate
presetting processes that prepare the motor system for action, to demonstrate the presence of the
transmission of partial information in the cognitive system, and to identify processes responsible for
the inhibition of responses. The lateralized readiness potential appears to reflect activity in motor
areas of cortex. Thus, this measure, along with other psychophysiological measures, can be used to

understand how the functions of the mind are implemented in the brain.
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Advances in science can often be attributed to
the “*marriages” between two apparently unrelated
disciplines. These marriages frequently lead to par-
adigm changes in which the concepts, methods, and
procedures of one discipline are applied to answer
the questions of another discipline. Examples of
previously successful marriages include those be-
tween chemistry and biology, and between physics
and astronomy. Within psychology, considerable
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progress has been made following the marriages be-
tween cognitive psychology and linguistics and be-
tween engineering and experimental psychology. It
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Like most good marriages, the marriage between
psychophysiology and cognitive psychology may
have benefits to both participants. On the one hand,
the psychophysiological approach can be used to
address questions that arise in the study of human
cognition. On the other hand, the conceptual frame-
work and the paradigms of cognitive psychology
may aid in understanding how the brain works. This
two-way interaction is made possible by the fact
that psychophysiological measures, particularly
those of the event-related brain potential', have a
dual status. They can serve as markers for psycho-
logical processes—as “windows” on cognition—and
they can also serve as markers of physiological pro-
cesses—as “‘windows” on the brain.

The Study of Cognition:
The Chronometric Approach

One major contemporary approach to the study
of cognition involves what Posner (1978) has called
mental chronometry—the study of the time-course
of information processing. The assumption of this
approach is that the cognitive system is comprised
of a sequence of time-consuming mental processes
whose activities are manifested through certain ov-
ert behavioral measures, including reaction time,
response accuracy, and speed-accuracy trade-offs (see
Meyer, Osman, Irwin, & Yantis, 1988). For most
chronometricians, there are processes associated
with stimulus recognition and evaluation, and with
response organization and execution. There are also
meta-processes, such as attention and preparation,
which preset the system to behave in certain ways.
The challenge for the cognitive scientist is to dis-
cover what these processes are, to identify their
transformations, to specify their temporal proper-
ties, and to describe their patterns of communica-
tion (see Meyer, Osman, Irwin, & Yantis, 1988).

The chronometrician presents a series of discrete
events or imperative stimuli to human subjects. The
events may be either auditory or visual (or occa-
sionally somatosensory) and can range from simple
tones or visual symbols to words and pictures. The
subjects are required to execute an overt behavioral
response (usually a button-press) as quickly as pos-
sible following the imperative stimuli.

In some cases, a warning stimulus is presented
in advance of the imperative stimulus. At a mini-
mum, this stimulus warns the subject that an im-
perative stimulus is about to occur. The warning

'The emphasis in this paper is on measures of the
event-related brain potential. However, other psycho-
physiological approaches, involving noninvasive mea-
sures of human physiological function, may also have a
role to play in the study of human cognition.
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THE CHRONOMETRIC PARADIGM
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Figure 1. The events of the chronometric paradigm.
Of particular interest are the covert processes that occur
during the foreperiod (presetting processes) and between
the imperative stimulus and the subject’s overt response
(analysis of the imperative stimulus and response selec-
tion and execution).

stimulus may also provide information about the
kind of imperative stimulus to be expected or about
the nature of the response that will be required.

Within the sequence of events in the chrono-
metric paradigm, there are time zones of special
interest (see Figure 1). The first time zone is the
foreperiod or warning interval. During this interval,
presetting or preparatory processes are assumed to
occur. These processes preset elements of the sys-
tem such that the speed or accuracy of the subse-
quent overt response to the imperative stimulus is
changed. Presetting processes may operate on al-
most any element of the system, including those
concerned with stimulus evaluation and response
activation (see Meyer, Yantis, Osman, & Smith,
1985; Miller, 1982; Posner & Snyder, 1975; Requin,
1985).

The second time zone of interest occurs between
the presentation of the imperative stimulus and the
execution of the overt response. Again, during this
time zone, a variety of processes are assumed to be
engaged, especially those involving the analysis of
the imperative stimulus and the selection and ex-
ecution of an appropriate response (see, for ex-
ample, McClelland, 1979; Sanders, 1980; Sternberg,
1969). These processes also affect the accuracy and
latency of the overt response.

By varying the parameters and the timing of the
stimuli, and the experimental instructions, and by
observing the subject’s overt behavior, the chron-
ometrician hopes to learn about the nature of the
covert processes that occur during the foreperiod
and between the imperative stimulus and the overt
response. Note that this strategy is intrinsically
problematic because the chronometrician is inter-
ested in the covert processes that occur when there
is actually no overt behavior.
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Inferential Procedures

For this reason, the chronometrician must es-
tablish an inferential procedure that will allow the
behavior of these covert processes to be inferred
from the measures of overt behavior.

Some of these inferential procedures have been
based on the Subtraction Method (Donders, 1868/
1969) and on the Additive Factors Method of Stern-
berg (1969). More recently, complex mathematical
models have been used to express assumptions about
the behavior of the underlying processes (see, for
example, Logan & Cowan, 1984; Luce, 1986; Mey-
er, Irwin, Osman, & Kounios, 1988; Townsend &
Ashby, 1983). Then, the models are used to make
numerical predictions about overt behavior. Ob-
servations of the actual overt behavior are com-
pared to the predictions and the assumptions of the
models are either strengthened or weakened.

An alternative strategy has involved the use of
probe stimuli, presented during the foreperiod or
after the imperative stimulus (see Posner & Boies,
1971: Posner, 1978; Schouten & Bekker, 1967). The
subject’s responses to these probes are used to infer
the state of various processes at the time the probe
1s presented.

Although these methods, either alone or in com-
bination (see Meyer, Irwin, Osman, & Kounios,
1988), have succeeded in providing important in-
sights into the processes that underlie overt per-
formance, they have all suffered from challenges to
the assumptions that underlie their application. For
example, the Subtraction Method rests on the as-
sumption of pure insertion—namely that different
stages may be inserted or deleted from the pro-
cessing system by changing the subject’s task. If, in
fact, a change in the task results not only in the
removal or addition of a stage but also in a change
in a way the other stages behave, then the logic of
the subtraction method falls apart.

The more sophisticated Additive Factors Meth-
od (Sternberg, 1969; see also Sanders, 1980) does
not rely on the assumption of pure insertion. How-
ever, the method does assume that a particular ex-
perimental manipulation will affect only the du-
ration of different stages. If, for example, the quality
of the output of a stage is influenced by some ex-
perimental manipulation, then the inferential basis
of the method falls apart. For a more detailed dis-
cussion of these issues, see Luce (1986, pp. 472-
491), Pachella (1974), Pieters (1983), and Town-
send and Ashby (1983).

The assumptions that underlie mathematical
models can be evaluated, at least indirectly, by de-
termining the match between the predicted and ob-
served data. However, problems can arise when dif-
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ferent models based on different assumptions pro-
vide equally good predictions. (See Townsend, 1974,
for a discussion of this problem in the context of
the serial/parallel distinction.) Application of the
probe technique presupposes that the task that is
ongoing when the stimulus probe is presented is
unaffected by the presentation, or even the possible
presentation, of the probe.

These inferential procedures are all designed to
deal with the fundamental problem alluded to
above—namely, that the chronometrician must rely
on measures of overt behavior to understand what
are, by definition, covert processes. Although the
procedures have provided important insights into
the workings of the human information processing
system, limitations to their applicability are evident
in the challenges reviewed above.

An Analogy

By way of illustration, it may be helpful to con-
sider the following analogy. Figure 2 depicts a dem-
onstration of the measurement of average human
reaction time taken from a book by E.W. Scripture,
published in 19072 A group of individuals is ar-
ranged in a circle. Each individual is told “when-
ever you feel a sudden pressure on your head, you
must immediately press the head of the person in
front.” The experimenter (with the watch) initiates
the signal and measures the time required for the
signal to progress around the circle. This time rep-
resents the sum of the individual reaction times.
Thus. to obtain a measure of average individual
reaction time, this time is then divided by the num-
ber of participants. Although this procedure can
yield a measure of the average reaction time of the
members in the group, it cannot provide direct in-
formation about the reaction times of individual

2 am grateful to Professor Bob Hendersen at the Uni-
versity of Illinois for drawing my attention to this ex-
ample.

Figure 2. The measurement of average human reaction
time. From Scripture (1907, p. 26).
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members. Furthermore, the measure of average re-
action time is multiply determined—depending both
on the reaction times of the individual members of
the group and on the way in which the members
communicate. Thus, some kind of procedure, of the
kind described in the previous section, is needed if
one is to infer anything about the individuals in the
group from the average individual reaction time.

Let us assume for a moment that this group of
individuals is a model of the human cognitive sys-
tem. Our interest, then, is in describing the indi-
viduals, their functions, and how they communi-
cate with each other. In this example, we have a
Bishop, a Queen, and a Prime Minister, among
others, all of whom have particular roles. Further-
more, we can imagine that there would be particular
channels of communication among them. For ex-
ample, Queen Victoria might be thought of as a
control process who communicates continuously,
but only with Disraeli, her executive. One can take
the analogy as far as one wants. The point is that
cognitive psychologists are concerned with under-
standing this kind of complex system—and, for the
chronometrician, the only observation available is
the response of the system to variation in the input.
In terms of our analogy, it is like trying to figure
out the details of the group when all one knows is
what went into the group, what came out, and when
it came out.

This problem has been articulated by Luce (1986)
in his recent book entitled “Response Times.” In
referring to the traditional chronometric strategy,
Luce says the following:

Let me admit at the outset that there are reasons to
be skeptical of the enterprise. . . . as psychologists, we can
hope at best to learn something about overall organization
and very little if anything about the details. That presum-
ably will develop only as we look, in some fashion or
another, inside the “black box.”™ This means using phys-
iological observations. . . (Luce, 1986, p. 1).

In this quotation, Luce anticipates the possible
benefits of the psychophysiological approach. Be-
cause the cognitive system is implemented in the
brain and because cognitive processes must be re-
alized by physiological processes, it makes sense to
examine these physiological processes.

The Two Faces of Psychophysiology

As I mentioned above, when we apply the psy-
chophysiological approach to the study of cogni-
tion, there are two distinct courses of action. First,
we can take the position of the chronometrician.
Our aim, then, is to discover the cognitive pro-
cesses, to identify their transactions, to specify their
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temporal properties, and to describe their patterns
of communication. In this case, the psychophysi-
ological measures we derive can be viewed as mark-
ers for psychological processes—that is, as windows
on cognition—and by using them we hope to achieve
understanding at the psychological level. In terms
of the group analogy, psychophysiological measures
may enable us to infer what process is occurring
(that is, who is speaking), when the process occurs
(that is, when a person speaks), and perhaps, the
degree of processing involved (that is, how much
the person is speaking).

The second course of action is to try to under-
stand how the cognitive system is implemented in
the neural hardware. The activity we record at the
scalp is certainly generated in the brain—although
it is debatable whether what we observe is merely
a by-product of neural activity or whether it is di-
rectly related to a neurally meaningful signal. In
either case, our measures have the status of markers
of physiological processes. Psychophysiological
measures, then, might enable us to infer which part
of the brain is active at a particular moment in time,
and what physiological process is occurring there.

It is important that these two uses of psycho-
physiological measures are kept distinct because they
entail quite different courses of action in establish-
ing the validity of the measures. In the case of psy-
chological validation, we need to study the effects
of various manipulations on the behavior of the
measures—that is, we need to study the antecedents
of change in the measure. We also need to inves-
tigate the relationship between the measures and
some aspect of the subject’s overt behavior (such
as its accuracy or speed)—that is, we must evaluate
the consequences of variability in the measures.
Again, in terms of the group analogy, we need to
find out what conditions lead the bishop to speak
and what are the consequences to the output of the
system when the bishop speaks. On the basis of this
information we can establish what function is served
by the bishop speaking. The traditional chrono-
metric approach can provide a valuable framework
within which such validation work can be con-
ducted. In the case of physiological validation, we
need to investigate the neural substrate of the mea-
sure and specify those physiological processes that
occur when we observe changes in our measure.
Where does the bishop reside, and what is going on
there when the bishop speaks? (For a detailed dis-
cussion of the issue of validation in psychophysi-
ology, see Coles, Gratton, & Fabiani, in press; Coles,
Gratton, & Gehring, 1987; Donchin & Coles, 1988a,
1988b.)

The relative emphasis on these two faces of psy-
chophysiology varies with the domain of inquiry.
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For example, in the areas of stress and behavioral
medicine, great attention is paid to the physiolog-
ical meaning of the measures. In other domains,
however, including the areas of orienting and ha-
bituation, the tendency has been to emphasize the
psychological meaning of the measures. As we shall
see, cognitive psychophysiology is concerned with
both aspects of psychophysiology. In the next sec-
tion of this paper, I will concentrate on the idea
that psychophysiological measures can be used as
markers for psychological processes. Later, 1 will
review the implications of the physiological status
of our measures.

Application of Psychophysiology to the Study of
Cognition: The Lateralized Readiness Potential

How do we bring the psychophysiological ap-
proach to bear on the study of cognition? If we are
to contribute to a solution of some of the problems
encountered by the chronometric approach, we
should begin by adopting the chronometric para-
digm. At least initially, we should also adopt the
same theoretical framework used by the chrono-
metric approach. Thus, we should replicate existing
chronometric experiments, but we should include
psychophysiological measures. To this end, we
should present warning and imperative stimuli to
our subjects, and measure their overt responses.
However, we will also derive measures of psycho-
physiological functions (see Figure 3).

In our work, we have chosen to focus on mea-
sures of brain activity, as well as on measures of
electromyographic activity from muscles associated
with overt responses. We have also required sub-
jects to indicate their responses by squeezing dy-
namometers rather than by pressing buttons (the
characteristic response requirement of traditional
mental chronometry). The squeeze response re-
quirement enables us to examine in detail the dy-
namics of overt response execution.

The decision to choose measures of central ner-
vous system activity is based on a consideration of
their temporal properties. In contrast to autonomic
measures, central nervous system measures provide
the kind of temporal resolution we would expect of
markers of those psychological processes engaged
in the chronometric paradigm. Of the variety of
brain potential measures available, we have re-
cently focused on the lateralized readiness poten-
tial—a measure that is intimately related to the
preparation for, and execution of, motor actions.

This potential was first observed by Kornhuber,
Deecke, and their colleagues in their analysis of vol-
untary movements (Kornhuber & Deecke, 1965).
Prior to hand movements, a negative potential oc-
curs at the scalp, and this potential is maximal at
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Figure 3. Cognitive psychophysiology and the chron-
ometric paradigm. We present warning and imperative
stimuli and record overt behavioral responses. However,
we also measure electrical brain activity (in this case from
five scalp locations, F, C,, P, C';, and C'y) and electro-
myographic activity (EMG) from muscles involved in the
overt behavioral response, and we require our subjects to
squeeze zero-displacement dynamometers to indicate their
responses. The overt response is defined in terms of the
force-output of the dynamometers, with a criterion gen-
erally set at 25% of maximum force.

central sites, contralateral to the responding hand
(Vaughan, Costa, & Ritter, 1968).

The potential (see upper panel of Figure 4) is
also observed in the foreperiod of warned reaction
time tasks when subjects know in advance which
hand to use in response to the imperative stimulus
(e.g., Gaillard, 1978; Kutas & Donchin, 1980; Rohr-
baugh, Syndulko, & Lindsley, 1976). Thus, when
subjects prepare to move their left hands, the neg-
ativity is larger over the right side of the scalp (des-
ignated C',). When subjects prepare for movements
with their right hands, the potential is larger over
the left side of the scalp (designated C';). Given
what we know about the neural organization of the
motor system, the contralateral nature of these po-
tentials suggests that they are related to motor ac-
tion (Vaughan et al., 1968).

The steps used to derive the lateralized readiness
potential are shown in Figure 4. First, to illustrate
the lateralized nature of this activity, we subtract
potentials recorded over the left and right sides of
the scalp. This subtraction is performed separately
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Figure 4. Derivation of the lateralized
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The Lateralized Readiness Potential
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from left (C'y) and right (C',) scalp sites in
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the hand to be used to execute a correct re-
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sociated with right-hand movements are
shown on the right. (WS=warning stimulus,
IS=imperative stimulus.) As subjects pre-
pare o execute a movement, a negativity
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subtracting the potential recorded at the scalp
site ipsilateral to the movement from that
recorded contralateral to the movement
(second panel). Then, the difference poten-
tials for left- and right-hand movements are
averaged to yield the lateralized readiness
potential (third panel). Note that this pro-
cedure eliminates the negative deflection fol-
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for left- and right-hand movements. In each case,
the potential ipsilateral to the responding hand is
subtracted from the potential contralateral to the
responding hand. Then, the values for left- and right-
hand movements are averaged to yield a measure
of the average lateralized activity as subjects pre-

pare to move. This average measure is the later-
alized readiness potential. A critical aspect of this
procedure is that lateralized activity unrelated to
the movement will average to zero. In Figure 4, the
negative deflection following the warning stimulus,
which is present at C'; and absent at C’, regardless
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of the side of movement, is missing in the derived
lateralized readiness potential waveform. Thus, the
lateralized readiness potential will deviate from zero
only if there is activity associated with the side of
movement. Asymmetrical activity that is the same
for both left- and right-hand movements will be
eliminated by the averaging.?

In all the experiments to be discussed in this
paper, this subtraction is performed with reference
to the hand that should be used to execute a correct
response on a particular trial. Deviation of the trace
from the zero line in the upward direction will in-
dicate that the subject has activated the correct re-
sponse, deviation in the downward direction re-
flects preferential activation of the incorrect re-
sponse (lower panel of Figure 4).

Validating the Measure

If we are to use this measure as a marker for
response activation processes, we must conduct ex-
periments to demonstrate its validity. As was noted
earlier, these experiments should identify those var-
iables whose manipulation influences the mea-
sure—that is, we should identify the antecedents.

Such an experiment was conducted by Gratton,
Bosco, et al. (1989). The experiment involved a
choice reaction time task in which the subject had
to respond with one hand if the imperative stimulus
was the letter S and with the other hand if the letter
H was presented. The warning stimulus was also
the letter H or the letter S; however, when a letter
appeared as a warning stimulus, it was flanked by
a dot. The position of the dot indicated the prob-
ability that the same letter would follow as the im-
perative stimulus. In fact, the dot could appear in
three different positions, each dot-position occur-
ring on 33% of the trials. One dot position indicated
that the same letter would follow as the imperative
stimulus with a probability of .8. Another dot po-
sition indicated the different letter would follow as
the imperative stimulus with a probability of .8.
For these two dot positions, the warning stimulus
could be valid (if the predicted imperative stimulus
occurred), or invalid (if the unpredicted imperative
stimulus occurred). For another dot position, the
probability that the same or the different letter would
follow as imperative stimulus was .5. This consti-
tuted a neutral cue condition.

The data from this experiment are shown in Fig-
ure 5. When the cue was valid, the lateralized read-

*For further information about this measure, see Grat-
ton, Coles, Sirevaag, Eriksen, and Donchin (1988). Note
that the measure is identical to that proposed by de Jong,
Wierda, Mulder, and Mulder (1988), who refer to it as
“Corrected Motor Asymmetry” or CMA.
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Figure 5. The effects of cue validity on the lateralized
readiness potential and overt response measures are shown.
From Gratton, Bosco, et al. (1989).

iness potential indicated that the correct response
was primed during the foreperiod. When the cue
was invalid, the subjects primed the incorrect re-
sponse. In other words, the subjects primed the re-
sponse associated with the letter predicted by the
warning cue. Note that, on the average, there was
no evidence of priming in the neutral cue condition.
As one would expect, there was a considerable ben-
efit to correct reaction time and accuracy when the
cue was valid. Conversely, there was a considerable
cost when the cue was invalid (see Figure 5). This
pattern of overt behavioral data has been attributed
by some chronometricians to response preparation
or bias processes (see Meyer et al., 1985; Miller,
1982). It appears, therefore, that the lateralized
readiness potential makes evident these presetting
processes as they occur. (See also Gehring, Gratton,
Coles, & Donchin, 1989, who conducted a similar
experiment in which cue validity was varied be-
tween rather than within trial blocks, and replicated
the results obtained by Gratton, Bosco, et al., 1989.)

This experiment reveals something about the an-
tecedents of the lateralized readiness potential.
Stimuli that provide information about the hand
to be used in response to a future event are followed
by the development of lateralized readiness poten-
tials (see also Kutas & Donchin, 1980). In turn, it
appears that the development of these potentials
has consequences for the subject’s overt behavior.
Other evidence concerning consequences is provid-
ed by data from an experiment by Gratton, Coles,
Sirevaag, Eriksen, and Donchin (1988). In this ex-
periment, we analyzed the lateralized readiness po-
tential at the time of response initation, which was
defined as the latency of the onset of EMG activity,
rather than the latency of the overt response. We
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Figure 6. The lateralized readiness potential at the time
of the electromyographic response for trials with different
response latencies. See text for details. From Gratton,
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1988, American Psychological Association. Reprinted with
permission.

Stimulus

sorted trials into different response latency bins, with
each bin corresponding to a particular range of re-
sponse latencies. We then derived lateralized read-
iness potential waveforms for the trials associated
with each response latency. As shown in Figure 6,
this vielded a waveform for each response latency
bin. For each of these waveforms, the vertical line
in the figure marks the average time of response
initiation for that group of trials. Regardless of the
actual response latency, it appears that the mag-
nitude of the lateralized readiness potential is ap-
proximately the same at the time of response in-
tiation. Thus, it appears that when the lateralized
readiness potential achieves a relatively fixed
threshold value, overt responses are initiated. The
horizontal line, labelled Response Threshold in Fig-
ure 6, represents this value, averaged over subjects
and trials.

These two experiments are part of the body of
evidence obtained by us and by many other inves-
tigators (e.g., Rockstroh, Elbert, Lutzenberger, &
Birbaumer, 1982; Jaeger, Elbert, Lutzenberger, &
Birbaumer, 1987), which supports the idea that our
measure can serve as a window on covert response-
related processes. In particular, when subjects are
required to respond with either the left or the right
hand, a significant deviation from zero in the lat-
eralized readiness potential indicates-that one of the
two responses has been preferentially primed. Fur-
thermore, preferential priming must have occurred
at or before the time at which this deviation is sig-
nificant. In subsequent examples, I will illustrate
how the measure can be used to shed light on the
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behavior of these processes in situations in which
the questions addressed were motivated by specific
theoretical issues.

Using the Measure

The questions with which we have been con-
cerned fall into three general categories: (a) First,
we have been interested in the presetting processes
that prepare the motor system for action. Can we
identify these preparatory processes during the fore-
period and what are their consequences? (b) Sec-
ond, we have been concerned with the way in which
information about the imperative stimulus is trans-
mitted to the motor system so that an overt motor
response is executed. Is information transmitted
continuously or discretely? (c) Third, we have been
concerned with the possibility that there is a point-
of-no-return in response processing. Is there a point
beyond which response processes cannot be inter-
rupted and the response is executed? If so, what is
the mechanism responsible?

In all our experiments in this series, we have
adopted the standard chronometric paradigm. Fol-
lowing presentation of an imperative stimulus, sub-
jects must choose whether to respond with their left
or right hands. Given that subjects are choosing
between left- and right-hand responses, we can use
measures of the lateralized readiness potential to
indicate whether there is a bias toward one or the
other of the two responses.

Presetting Processes. To examine the phenom-
enon of presetting, we have focused on the fore-
period. In the Gratton, Bosco, et al. (1989) exper-
iment described above, we demonstrated that lat-
eralization develops in the foreperiod, when the
subject receives a warning cue that heralds the prob-
able arrival of a particular imperative stimulus. It
is not surprising that a brain potential measure that
is intimately related to the activity of the motor
system (see below) increases as the time for a par-
ticular movement approaches—even when the in-
formation provided by the warning stimulus is not
completely reliable. Rather, it is more interesting
to determine what happens when the warning stim-
ulus provides no information about a forthcoming
imperative stimulus—that is, to examine the neutral
cue condition in detail. On the average, there is no
preferential priming of one response over the other
in this condition (see the neutral cue condition in
Figure 5). However, on the basis of work in human
expectancies (e.g. Yellott, 1971), we might predict
that subjects will make guesses about the response
to be made on some trials—especially in the face of
our exhortations that they respond as quickly as
possible without making too many errors. That is,
even when both responses are equiprobable, and
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when a neutral warning cue is presented, we might
expect tc see the development of response biases
during the foreperiod on at least some trials.

This possibility was evaluated in the experiment
by Gratton et al. (1988). The overt behavioral data
from this experiment suggest that subjects were in-
deed adopting a guessing strategy from time to time.
(As above, electromyographic activity from the
muscles used to execute left- and right-hand re-
sponses served to define both the latency and ac-
curacy of the overt response.) On some trials, their
overt responses were very fast, and the accuracy of
these fast responses was no greater than chance. To
determine whether these fast guesses were associ-
ated with advanced preparation during the fore-
period, we identified these fast response trials and
sorted them into two categories—those for which
the subject happened to guess the correct response
and those when an incorrect response was made.
Then, we derived measures of the lateralized read-
iness potential for these trials.

The data are shown in the upper panel of Figure
7. For these fast guess trials, average reaction time
was about 175 ms and the accuracy of these trials
was only 55%. These trials were associated with
considerable lateralization in the foreperiod. Fur-
thermore, when the subject happened to guess cor-
rectly in response to the imperative stimulus, the
lateralization observed during the foreperiod was
in the direction of the correct response—when the
subject guessed incorrectly, the lateralization was
in the direction of the incorrect response. As the
lower panel shows, no development of the lateral-
ized readiness potential was evident for slower re-
sponses.

These data indicate that, on occasion, subjects
may develop biases and prepare a particular re-
sponse during the foreperiod. The accuracy of these
fast guesses depends on whether the subjects hap-
pened to have prepared the correct response.

In this example and the Gratton, Bosco, et al.
(1989) experiment (see also Gehring et al., 1989), I
have considered evidence for the covert presetting
mechanisms that operate during the foreperiod.
These presetting mechanisms appear to involve re-
sponse preparation such that under some condi-
tions subjects will select and activate particular re-
sponses during the foreperiod. Thus, some of the
costs and benefits that occur when subjects guess
can be attributed to an early activation of the motor
system which takes place during the foreperiod.

More generally, these two experiments indicate
that we are able to detect a covert bias to act in a
particular way several hundred milliseconds before
the action occurs. Moreover, as we shall see in the
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Figure 7. Lateralized readiness potential data for fast
guess trials in which the subjects happened to guess cor-
rectly or incorrectly (upper panel). Data for slower re-
sponse trials are also shown (lower panel). From Gratton,
Coles, Sirevaag, Eriksen, and Donchin (1988). Copyright
1988, American Psychological Association. Reprinted with
permission.

next example, we can also monitor action decisions
that occur following an imperative stimulus.

Early Communication. As with the foreperiod
effects reviewed above, our interest here is in mon-
itoring covert processes during a time zone in which
there is no overt behavior. However, we now focus
on the period following the imperative stimulus and
examine the behavior of the lateralized readiness
potential as the subject is processing stimulus in-
formation.

The issue here concerns the degree to which par-
tial information about a stimulus is used to prime
responses before that information is fully pro-
cessed. For contemporary research on human in-
formation processing, this issue falls under the gen-
eral heading of the question of discrete versus con-
tinuous communication (see Eriksen & Schultz,
1979; Meyer et al., 1985; McClelland, 1979; Miller,
1988; Sanders, in press). Does the stimulus evalu-
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Figure 8. The Eriksen paradigm. Five-letter stimulus
arrays can be compatible or incompatible. The arrays can
be characterized by two attributes: the identities of the
letters in the array, and the identity of the letter at the
central target location. If there is early communication
between stimulus evaluation and response activation sys-
tems, then there should be a dip in the activation function
(see lower panel, dashed line) on incompatible trials.

ation system communicate with the response Sys-
tem before it has finished its processing? In other
words, is there early communication between the
systems?

In this research, we have used the noise com-
patibility paradigm (see Figure 8) first employed by
the Eriksens in their studies of response competi-
tion (Eriksen & Eriksen, 1974). In the Eriksens’ noise
compatibility paradigm, the subject is required to
respond to the central target letter in a five-letter
visual array. This is the letter that is underlined in
the four arrays shown in the figure. In our case,
subjects must respond with one hand if the central
letter is an .S and with the other if it is an H. On
compatible noise trials, the target letter is flanked
by replications of the same letter. On incompatible
noise trials, the target letter is surrounded by letters
calling for the other response.

On the basis of previous research, we have rea-
son to believe that subjects can identify the letters
in the array before they know about the relative
location of the letters (see, for example, Treisman
& Gelade, 1980). Thus, they know what the letters
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are before they know where they are. We can there-
fore consider that the visual arrays contain two at-
tributes: first, the identities of the letters, and sec-
ond, the identity of the letter in the central location
(see Figure 8). Thus, for incompatible arrays, the
results of early or preliminary evaluation would
suggest that the dominant letter in the array is the
letter associated with the incorrect response. For
example, when the target letter H is surrounded by
Ss, the first impression is of the letter .S. Complete
evaluation of incompatible arrays would lead to the
correct identification of the letter H as the central
target letter. This letter is, of course, the letter as-
sociated with the correct response. For compatible
arrays, information from both preliminary and
complete evaluation should converge in leading to
the activation of the correct response.

Now we want to know when the information
about the stimulus is passed on to the response
system. Crucial data are provided by the incom-
patible trials. If early communication occurs on these
trials, and the results of preliminary stimulus eval-
uation are passed to the response system, then we
should see a tendency for initial activation of the
incorrect response on incompatible trials. This
tendency may be overridden later by the results of
complete evaluation which should lead to the ac-
tivation and subsequent execution of the correct
response. These ideas are illustrated in the lower
panel of Figure 8.

Given the relationship between the lateralized
readiness potential and response activation, our
measure should help illuminate this question. If
early communication occurs, and there is an early
tendency for incorrect response activation, we
should see a dip (positive shift) in the lateralized
readiness potential on incompatible trials. If there
is no early communication, then only the correct
response should be activated.

The upper panel in Figure 9 shows the lateralized
readiness potential data for compatible and incom-
patible trials. All trials were included in these av-
erages regardless of the speed or accuracy of the
overt response. Note that there is, indeed, a dip in
the lateralization function on incompatible trials.
No dip is evident for compatible trials.

Although suggestive, these data do not neces-
sarily support the idea of early communication. The
waveforms are based on average data and they may
not present an accurate picture of what actually
happens on individual trials. Indeed, the logic un-
derlying the derivation of the lateralized readiness
potential requires that the waveforms be averaged
across left- and right-hand responses. To try to ad-
dress this problem, we selected a subset of trials
that were clearly not fast guess trials (because of
their relatively long response latency), for which the
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Figure 9. Lateralized readiness potential data for com-
patible and incompatible trials. For the data shown in the
upper panel, all trials regardless of response accuracy or
latency were included in the averages. Data shown in the
lower panel are based on correct responses with a latency
of 300-349 ms. For correct responses. either there was no
EMG activity from muscles associated with the incorrect
response or EMG activity associated with the correct re-
sponse occurred first. Data from Gratton, Coles, Sirevaag,
Eriksen, and Donchin (1988). Copyright 1988, American
Psychological Association. Reprinted with permission.

overt reaction time was relatively constant, and for
which the correct overt response was evident first.
Thus, any dip in the lateralized potential for these
trials cannot be attributed to the inclusion of trials
on which the incorrect overt response occurred. The
lower panel of Figure 9 shows the data for this sub-
set of trials. Note that the dip is clearly evident on
incompatible trials.

On the basis of this and other evidence (Coles,
Gratton, & Donchin, 1988; Smid, Mulder, & Muld-
er, in press), it seems that some form of early com-
munication does indeed occur. As stimulus eval-
uation progresses, the results of the process are
communicated to the response system. Because we
must average our waveforms to extract the later-
alized readiness potential, the smooth waveforms
we obtain do not prove that communication is con-
tinuous. However, our data do indicate that com-
munication takes place in at least two phases and
not in an all-or-none fashion. Furthermore, the data
challenge the simple notion, prevalent in traditional
mental chronometry, that only one response is ac-
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tivated on any particular trial. As we have shown
elsewhere (Coles, Gratton, Bashore, Eriksen, &
Donchin, 1985; Eriksen, Coles, Morris, & O’Hara,
1985), two responses can not only be simultane-
ously activated, they can also compete with each
other.

The study I have described in this part of the
paper indicates that responses can be activated on
the basis of a preliminary analysis of the stimulus.
In this sense, our data inform the question of the
nature of communication in the information pro-
cessing system. We have also seen that tendencies
to respond incorrectly on the basis of preliminary
stimulus evaluation can be overridden by later
tendencies to respond correctly (lower panel of Fig-
ure 9). This suggests that at least partial develop-
ment of the lateralized readiness potential does not
constitute a point of no return. The next experiment
evaluates this issue more thoroughly.

Response Inhibition and the Point of No Return.
The point of no return has been the subject of con-
siderable recent interest in the chronometric liter-
ature. Among the proponents of this concept are
Osman and his colleagues (Osman, Kornblum, &
Meyer, 1986, in press; see also Logan & Cowan,
1984), who argue that there may be a time in the
course of information processing after which pro-
cessing cannot be interrupted and the complete ov-
ert response becomes inevitable. We have recently
used both psychophysiological measures and the
traditional measures of mental chronometry to ana-
lyze the process by which responses are inhibited
and to locate the point of no return (De Jong, Coles,
Logan, & Gratton, in press).

In this research, the subject was required to per-
form a choice reaction time task with a neutral
warning cue. The imperative stimulus indicated
whether a left- or a right-hand squeeze of a dyna-
mometer was required. To register a response, sub-
jects had to squeeze at a certain force level. On some
trials, a stop-signal was presented after the imper-
ative stimulus. The subject was told to try to inhibit
the overt response on these stop-signal trials. This
paradigm yielded four different kinds of trials. There
were normal trials on which no stop-signal oc-
curred, and the subject proceeded to respond to the
imperative stimulus in the usual way. Then, there
were three kinds of trials on which the stop-signal
occurred: (2) uninhibited trials on which the subject
could not stop; (b) partially inhibited trials when
the subject started to respond but did not squeeze
the dynamometer to the criterion level of force; we
were able to detect these trials by recording elec-
tromyographic activity from the muscles associated
with the two responses and by examining the force
output of the dynamometers; and finally, (c) inhib-
ited trials on which the subject successfully stopped;
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on these trials, there was no evidence of any overt
behavioral response or any muscle activity.

Figure 10 shows lateralized readiness potential
data for the three kinds of trials on which the stop
signal was presented. First, it should be noted that
the very existence of partially inhibited trials (on
which a below-criterion squeeze response occurred)
suggests that the point of no return must be located
subsequent to response initiation. Second, we looked
at normal trials on which no stop signal was pre-
sented and the subject proceeded to make an overt
response in the usual way. From these trials, it was
possible to determine the average threshold level of
the lateralized readiness potential at which overt
responses are normally released. This response
threshold level is represented in the figure by the
horizontal line. Surprisingly, the lateralized poten-
tial crossed this average threshold value or, at least,
was not significantly below this level, when the re-
sponse was successfully inhibited. That is, on some
trials when the overt response was completely in-
hibited, the lateralized readiness potential exceeded
the level normally associated with the release of the
overt response.

These data suggest then that at least some suc-
cessfully interrupted responses were inhibited by a
mechanism that operates at a peripheral level in
the system.* This peripheral level must be located
more downstream in the system than the level at
which the lateralized readiness potential is gener-
ated. Because, as we shall see, the lateralized read-
iness potential appears to reflect the activity of mo-
tor cortex, this inhibitory mechanism is likely to
operate peripherally somewhere subsequent to the
central motor command.

This experiment illustrates very clearly the pow-
er of the psychophysiological approach. When sub-
Jects successfully inhibit their responses, there is,
by definition, no overt response for the chrono-
metrician to measure. The measure of the lateral-
ized readiness potential, on the other hand, can pro-
vide insights into the covert processes that occur
on these successfully inhibited trials. Furthermore,
the existence of partially inhibited trials suggests
that the point of no return must be located after
response initiation.

*It appears that this peripheral inhibitory mechanism,
operating perhaps at the level of the brainstem, is rela-
tively nonspecific, resulting in the inhibition of a wide
range of responses. Thus, it would be unsuitable in situ-
ations in which one response has to be inhibited, but an
alternative response has to be made. In this case, a more
specific, central inhibitory mechanism would be used. See
De Jong, Coles, Logan, and Gratton (in press) for a dis-
cussion of these issues.
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Figure 10. Lateralized readiness potential data from
the stop-signal paradigm. Averages are shown separately
for inhibited trials, partially inhibited trials (on which sub-
threshold squeeze and EMG activity occurred), and un-
inhibited trials. The response threshold, indicated by the
horizontal line at —1.7 4V, was derived by computing the
average level of the lateralized readiness potential at the
time of the response on “normal” trials on which no stop-
signal occurred. The waveforms for these no-signal trials
were identical to those for the uninhibited trials. See text
for further details. Data from De Jong, Coles, Logan, and
Gratton (in press).

Psychophysiology and Physiological Processes

In the three examples described above, I em-
phasized how measures of the event-related brain
potential can be used to understand human cog-
nitive function. In some sense, we have indeed been
able to read our subjects’ minds. The lateralized
readiness potential has provided important infor-
mation about fast guesses, about early communi-
cation, and about response inhibition. In these ex-
periments, we have treated the measure as a marker
for psychological processes (like covert response
preparation). Because the measures are clearly man-
ifestations of the electrical activity of the brain, they
can also be thought of as signs of physiological pro-
cesses. The critical questions are, of course, which
physiological systems are engaged when we observe
a lateralized readiness potential and what are the
processes that occur in these systems?

Physiological Significance

Topographic Distribution. Clues to physiological
significance can be derived by looking at the top-
ographic distribution of the potentials across the
scalp. Figure 11 shows data from the fast guess ex-
periment described above (Gratton et al., 1988). It
represents the transformed voltage distribution of
the scalp-recorded potential at the moment of the
imperative stimulus, The subject is about to make
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Figure 11. Topographic scalp distribution of the event-
related brain potential at the onset of the imperative stim-
ulus when the subject is about to make a fast guess with
his right hand. Input values for this map were obtained
by applving the Vector filter procedure (see Gratton, Coles,
& Donchin, 1989) to data from five scalp electrodes. The
filter removes the influence of non-lateralized compo-
nents. Data from Gratton, Coles, Sirevaag, Eriksen, and
Donchin (1988).

a fast guess with his right hand. The figure indicates
that there is considerable negativity over left central
areas of the scalp. Given that the motor system is
organized contralaterally in motor cortex, these data
suggest that, perhaps, the potentials recorded on the
scalp are indeed coming from the motor cortex.

Similar findings have been reported by many
other investigators. In addition, Vaughan and his
colleagues (e.g. Vaughan et al., 1968) found that the
locus of maximum amplitude varied along the lat-
eral plane as a function of the type of movement.
This movement-dependent distribution corre-
sponded very closely to the known somatotopic dis-
tribution of the areas of motor cortex responsible
for control of different types of movement.

These kinds of distributional data provide clues
to the source of the lateralized readiness potential.
However, it is important to remember that they are
only clues. This is because the spatial distribution
of potentials on the scalp does not necessarily reflect
the spatial distribution of the underlying source.
The brain and scalp act as a volume conductor, and
this means that the source of an ERP component
may be quite distant from the point of maximal
activity on the scalp.

A striking example of what one might call the
topographic fallacy is given by the case of foot-
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movements. Brunia (1980) has shown that such
movements are preceded by ipsilaterally maximum
potentials. How can this be—when we know that
the motor system is arranged contralaterally? As
Brunia points out (see also Boschert & Deecke,
1986), this anomalous result can be explained on
the basis of what we already know about brain
structures associated with foot movements. In par-
ticular, the equivalent dipole associated with these
movements, although located contralaterally, is ori-
ented in such a way as to produce ipsilaterally max-
imum scalp potentials. Note that in this case we
can understand the scalp distribution because we
know the location of the underlying source. When
we know nothing about the underlying source, it
cannot be inferred solely on the basis of scalp dis-
tribution.’

Thus, in spite of the obvious aesthetic appeal of
these topographic maps, they cannot be used to lo-
cate the sources of electrical brain potentials. We
need additional information. In the case of move-
ment-related potentials, it turns out that there is a
considerable literature that converges in implicat-
ing precentral motor cortex as the structure that is
active when we observe the lateralized readiness
potential on the scalp.

Intracranial Recording. One source of infor-
mation comes from intracranial recording in ani-
mals. Thus, Arezzo and Vaughan (1975) recorded
from transcortical electrodes in the motor cortex of
monkeys, while the monkeys prepared to execute
hand movements. Arezzo and Vaughan divide the
movement-preceding activity into three compo-
nents, N1, P1 (which is observed only occasionally),
and N2 (or N2a—see Arezzo & Vaughan, 1980). The
N1 component appears to correspond to the later-
alized readiness potential we observe during the
foreperiods of warned reaction time tasks (see Fig-
ure 5), whereas the N2 component corresponds to
the increase in negativity immediately preceding

51t is important to distinguish between the use of dis-
tributional information to infer the source of a component
of the event-related brain potential and using the same
information as a defining characteristic of a particular
component. For many researchers in this area, compo-
nents are judged to be different if they arise from different
sources (see Gratton, Coles, & Donchin, 1989). Since ac-
tivity in different brain regions is likely to give rise to
different scalp distributions, the appearance of distin-
guishable scalp distributions suggests the presence of dif-
ferent sources and, therefore, different components. In ad-
dition, as several investigators have argued (Vaughan,
1974), distributional information can be used to distin-
guish among various putative sources. The comments here
are therefore relevant only to those cases in which distri-
butional information is the sole basis for inferring sources.
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the movement (see Figure 6). Arezzo and Vaughan
found that the distibution of the N2 component was
quite localized with its maximum in the hand area
of precentral motor cortex (for hand movements).
Furthermore, although they did not map the N1
component in detail, Arezzo and Vaughan (1975)
state that its distribution was “roughly comparable
to that of the N2.” In addition, there was a polarity
inversion in the antecedent motor potential (pre-
sumably including both N1 and N2) across layers
4 and 5—implicating this area as the source of the
potential (see Wood & Allison, 1981).

There is a marked correspondence between unit
activity in precentral motor cortex and the macro-
potential data recorded at the scalp or intracorti-
cally. Thus, Schmidt, Jost, and Davis (1974) found
that, as the N1 develops, there is an increase in the
activity of some of the same neurons that fire when
the movement actually occurs. Furthermore, Ar-
ezzo and Vaughan (1980) found a correspondence
between increases in multiple unit activity in deep
cortical layers (4 and 5) and the movement-preced-
ing macropotentials.

Converging data have been obtained by Requin
and his colleagues (e.g. Requin, 1985; Requin, Le-
cas, & Bonnet, 1984; Requin, Riehle, & Seal, 1988).
They have recorded single unit activity in layers 4
and 5 of motor cortex while monkeys performed a
variety of complex motor tasks. These layers are
rich in pyramidal neurons. On the border between
Areas 4 and 6, there is a type of neuron that appears
to have a role in both presetting and executive mo-
tor processes. It fired both in the foreperiod and
after the imperative stimulus when the motor re-
sponse was being executed.

The upper panel in Figure 12 shows the rela-
tionship between the firing patterns of these neu-
rons and reaction time. The neurons fired more
during the foreperiod when a fast response was made
than prior to slow responses. In the lower part of
the slide, we see comparable data obtained in our
lab for scalp-recorded macropotentials in human
subjects. Although these kinds of correlated obser-
vations do not prove a causal relationship between
neuronal and scalp-recorded activity, they are
suggestive. There is a remarkable convergence be-
tween the single unit activity described by Requin
(1985) and the surface recorded macropotentials we
have observed.

Synthesis. Taken together, these data implicate
precentral motor cortex (Area 4) and perhaps pre-
motor cortex (Area 6) as the source of the lateralized
readiness potential (see also Brunia, 1988). Fur-
thermore, it appears likely that it is specifically the
activity of pyramidal neurons in layers 4 and 5 (see
also Arezzo & Vaughan, 1980). Pyramidal neurons
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are generally oriented such that activity in their ap-
ical dendrites forms an open field recordable at the
scalp (see Allison, Wood, & McCarthy, 1986).

Implications

What are the implications of knowing the source
of the lateralized readiness potential? First, we know
that the motor cortex is involved in the preparation
and execution of movement, so we can use this
information to strengthen our claim that the later-
alized readiness potential is involved with these
same processes. Second, observations of the later-
alized readiness potential can be used to infer the
behavior of these neurons in particular cortical areas.
In this sense, the psychophysiological measure pro-
vides a window on the brain, and we can use this
and other measures to begin to realize the goals of
cognitive neuroscience and understand how the hu-
man cognitive system is implemented by activity
in different brain structures and the interconnec-
tions among these structures.

Models of this kind have already been proposed
by both Requin and Brunia. The Requin model
(Requin et al., 1984, pp. 261 & 279) specifies the
neural structures involved in preparatory processes.
Direct links between structure and function are pro-
posed that suggest where preparation may be im-
plemented in the brain. The Brunia model (Brunia,
Haagh, & Scheirs, 1985, p. 71) identifies the sensory
and motor structures and the connecting pathways
involved in the performance of a warned reaction
time task.

These kinds of neurophysiological models pro-
vide us with the link between cognitive processes,
such as preparation, and the underlying neural sys-
tems in which such processes may be implemented.
However, the models are but a first step toward a
complete understanding of the method of imple-
mentation of cognitive processes in the nervous sys-
tem. Several developments must occur before we
have the kind of theory to which cognitive neuro-
science aspires. We need to develop a comprehen-
sive framework that will accommodate all relevant
elements (see Posner, Pea, & Volpe, 1982, for a
discussion of these issues). These elements include
the neuron, aggregates of neurons that form neural
structures, the interconnections among these struc-
tures, and, of course, the emergent properties of the
system that should correspond in some fashion to
those cognitive structures and processes proposed
by the cognitive scientist.

What might be the form of such a framework?
The past few years have seen the rapid development
of connectionist models. These models are based
on elementary units whose properties are similar to
neurons. Furthermore, the models have emergent
properties that can accommodate some of the rich-
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Figure 12. Upper panel: firing rate of cell in monkey motor cortex on trials with fast
and slow reaction times. Data from Requin (1985). Copyright 1985, The Stichting Inter-
national Association for the Study of Attention and Performance. Reprinted with permission
of the author and publisher. Lower panel: lateralized readiness potential data from scalp
electrodes located above motor cortex. Data from Gratton, Coles, Sirevaag, Eriksen, and
Donchin (1988): see also Coles and Gratton (1986). Copyright 1986, Martinus Nijhof Pub-
lishers. Reprinted with permission of the publisher.
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ness of cognitive phenomena (see. for example,
McClelland & Rumelhart, 1986; Rumelhart &
McClelland, 1986). As these models take more ac-
count of the knowledge-base of neuroscience, they
will provide a more satisfactory account of the mind-

brain relationship. Related models, such as those
of Grossberg and his colleagues (Grossberg, 1982),
are also viable candidates.

In parallel with the development of a conceptual
framework, we will need more data to constrain and
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inform our models. Such data will come from sev-
eral sources.

Insofar as it is available, we will rely on invasive
research on human subjects (e.g. Halgren et al., 1980;
Wood, Allison, Goff, Williamson, & Spencer,
1980)—as well as on neuropsychological studies of
the effects of various forms of neural insult on both
psychophysiological measures and cognitive func-
tion (e.g. see Johnson, in press; Knight, Hillyard,
Woods. & Neville, 1980).

We will also need more of what Mountcastle
(1976) has called combined experiments in which
“one controls and measures behavior and records
simultaneously the signs of cerebral events thought
relevant” (p. 1). In addition, we will need to pursue
the strategy of the parallel experiment in which the
same paradigm is applied to both human and an-
imal subjects. This course of action has been pur-
sued with considerable vigor by Requin and his
colleagues, among others (e.g. Requin, 1985). He
has relied on well-established findings from human
experimental psychology and then sought to un-
derstand their neurophysiological basis by record-
ing brain activity in animals. Requin has had some
stunning successes in elucidating the neurophysio-
logical mechanisms that underlie preparatory pro-
cesses and this approach should continue to yield
important data.

The psychophysiological research strategy will
also provide critical data. In keeping with Mount-
castle’s notion of the combined experiment, we are
able to gain information about neural processes from
human subjects as they behave. In choosing appro-
priate measures, it is critical that the physiological
basis of the measure be understood, as is increas-
ingly the case for at least some of the event-related
brain potential measures.” However, other mea-

*In her discussion of event-related brain potentials,
Churchland (1986) identifies three problems with the use
of measures of these potentials in understanding the mind-
brain. These are individuation of a component in the
waveform, individuation of a component in terms of its
electrogenesis, and individuation of the component in
terms of the higher-level functional process it is presumed
to manifest. On the basis of evidence presented in this
paper, the lateralized readiness potential can be individ-
uated at all three levels: at the waveform level, in terms
of its distribution and sensitivity to the side of the body
to be moved; at the source level, in terms of activity in
precentral cortex; and at the functional level, in terms of
response preparation. In addition, it should be noted that
the requirement for individuation at the level of electro-
genesis is necessary only if one is concerned with making
physiological inferences on the basis of measures of the
event-related potential. As was argued in the first part of
this paper, use of these measures to make psychological
inferences does not require knowledge of their sources.
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sures can undoubtedly yield important data. As de-
velopments in superconductivity proceed, mea-
sures of magnetic brain activity will become more
and more tractable (see, for example, Beatty, Barth,
Richer, & Johnson, 1986). Measures of brain met-
abolic activity provided by positron-emission to-
mography must also play a role because of the pre-
cise spatial localization that they provide (see, for
example, Posner, Petersen, Fox, & Raichle, 1988).
However, because the temporal resolution of these
measures is about 40 seconds, they may not be suit-
ed for the study of the processes involved in chron-
ometric paradigms.

Finally, measures of autonomic activity should
not be neglected. In previous research, I was able
to demonstrate that these measures also provide
important insights into human information pro-
cessing (Coles & Strayer, 1985; see also Jennings,
1986a, 1986b, and van der Molen, Somsen, & Or-
lebeke, 1985). Furthermore, insofar as the auto-
nomic nervous system is involved in energetical
processes, incorporation of information about auto-
nomic processes should put some of the “heat™ back
into cognition that was lost with the demise of
arousal theory (Hockey, Coles, & Gaillard, 1986;
Hockey, Gaillard, & Coles, 1986). This course of
action may require elaboration of the conceptual
framework that I alluded to earlier. However, such
an elaboration is critical if we are to build a rap-
prochement between the brain and body facets of
psychophysiology.

Conclusions

In this paper, I have considered the actual and
potential benefits of a marriage between cognitive
psychology and psychophysiology. 1 have argued
that psychophysiological measures can be used both
as windows on the mind and as windows on the
brain. I have provided evidence that the psycho-
physiological approach has already provided im-
portant insights into the nature of cognitive pro-
cesses—that is, we have been able to read our sub-
jects’ minds using measures of the event-related
brain potential. We have not, of course, used the
measures to read the contents of the mind. Rather,
the measures have enabled us to draw conclusions
about how the mind works. Although the examples
I have used are drawn from research in our labo-
ratory, examples are evident in the research of many
other investigators (e.g. Hillyard & Hansen, 1986;
Kutas & Van Petten, 1988; Niitinen, 1982; Ritter,
Vaughan, & Simson, 1983).

Several techniques are available for exploring the
relationship between brain potential measures and
brain function. As this relationship becomes clear-
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er, the inferences we can draw concerning those
brain processes engaged in cognitive tasks will be-
come more precise. In turn, this will enable us, as
psychophysiologists, to be a major contributor to
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cognitive neuroscience. Because of its place be-
tween psychology and physiology, psychophysiol-
ogy will have a critical role to play in the devel-
opment of this discipline.

REFERENCES

Allison, T., Wood, C.C., & McCarthy, G. (1986). The cen-
tral nervous system. In M.G.H. Coles, E. Donchin, &
S.W. Porges (Eds.). Psychophysiology: Systems, pro-
cesses, and applications (pp. 5-25). New York: Guil-
ford Press.

Arezzo, J., & Vaughan, H.G. (1975). Cortical potentials
associated with voluntary movements in the monkey.
Brain Research, 88, 99-104.

Arezzo, J., & Vaughan, H.G. (1980). Cortical sources and
topography of the motor potential and the somato-
sensory evoked potential in the monkey. In H.H.
Kornhuber & L. Deecke (Eds.), Motivation, motor and
sensory processes of the brain. Progress in brain re-
search, Volume 54 (pp. 77-83). Amsterdam: Elsevier.

Beatty, J., Barth, D.S., Richer, F., & Johnson, R.A. (1986).
Neuromagnetometry. In M.G.H. Coles, E. Donchin,
& S.W. Porges (Eds.), Psychophysiology: Systems, pro-
cesses, and applications (pp. 26-40). New York: Guil-
ford Press.

Boschert, J., & Deecke, L. (1986). Handedness, footedness
and finger and toe movement-related cerebral poten-
tials. Human Neurobiology, 5, 235-243.

Brunia, C.H.M. (1980). What is wrong with legs in motor
preparation? In H.H. Kornhuber & L. Deecke (Eds.).
Motivation, motor and sensory processes of the brain.
Progress in brain research, Volume 54 (pp. 232-236).
Amsterdam: Elsevier.

Brunia, C.H.M. (1988). Movement and stimulus preced-
ing negativity. Biological Psychology, 26, 165-178.
Brunia, C.H.M., Haagh, S.A.V.M., & Scheirs, J.G.M.
(1985). Waiting to respond: Electrophysiological mea-
surements in man during preparation for a voluntary
movement. In H. Heuer, U. Kleinbeck, & K.-H.
Schmidt (Eds.), Motor behavior: Programming, con-
trol, and acquisition (pp. 35-78). Berlin: Springer Ver-

lag.

Churchland, P.S. (1986). Neurophilosophy: Toward a un-
ified science of the mind/brain. Cambridge, MA: MIT
Press.

Coles, M.G.H., & Gratton, G. (1986). Cognitive psycho-
physiology and the study of states and processes. In
G.R.J. Hockey, A.W.K. Gaillard, & M.G.H. Coles
(Eds.), Energetics and human information processing
(pp. 409-424). Dordrecht, The Netherlands: Martinus
Nijhof.

Coles, M.G.H., Gratton, G., Bashore, T.R., Eriksen, C.W.,
& Donchin, E. (1985). A psychophysiological inves-
tigation of the continuous flow model of human in-
formation processing. Journal of Experimental Psy-
chology: Human Perception and Performance, 11, 529-
553.

Coles, M.G.H., Gratton, G., & Donchin, E. (1988). De-
tecting early communication: Using measures of
movement-related potentials to illuminate human in-

formation processing. Biological Psychology, 26, 69~
89.

Coles, M.G.H., Gratton, G., & Fabiani, M. (in press).
Event-related potentials. In J.T. Cacioppo & L.G. Tas-
sinary (Eds.), Principles of psychophysiology: Physical,
social, and inferential elements. New York: Cambridge
University Press.

Coles, M.G.H., Gratton, G., & Gehring, W.J. (1987). The-
ory in cognitive psychophysiology. Journal of Psycho-
physiology, 1, 13-16.

Coles, M.G.H.. & Strayer, D.L. (1985). The psychophys-
iology of the cardiac cycle time effect. In J.F. Orlebeke,
G. Mulder, & L.J.P. van Doornen (Eds.), Psychophys-
iology of cardiovascular control: Models, methods and
data (pp. 517-534). New York: Plenum Press.

De Jong, R., Coles, M.G.H., & Logan, G.L., & Gratton,
G. (in press). In search of the point of no return: The
control of response processes. Journal of Experimental
Psychology: Human Perception and Performance.

De Jong, R., Wierda, M., Mulder, G., & Mulder, L.J.M.
(1988). Use of partial information in responding. Jour-
nal of Experimental Psychology: Human Perception
and Performance, 14, 682-692.

Donchin, E., & Coles, M.G.H. (1988a). Is the P300 com-
ponent a manifestation of context updating? The Be-
havioral and Brain Sciences, 11, 355-372.

Donchin, E., & Coles, M.G.H. (1988b). On the conceptual
foundations of cognitive psychophysiology. The Be-
havioral and Brain Sciences, 11, 406-417.

Donders, F.C. (1868/1969). On the speed of mental pro-
cesses (W.G. Koster, Trans.). In W.G. Koster (Ed.),
Attention and performance I (pp. 412-431). Amster-
dam: North-Holland.

Eriksen, B.A., & Eriksen, C.W. (1974). Effects of noise
letters upon the identification of target letter in visual
search. Perception and Psychophysics, 16, 143-149.

Eriksen, C.W., Coles, M.G.H., Morris, L.R., & O’Hara,
W.P. (1985). An electromyographic examination of re-
sponse competition. Bulletin of the Psychonomic So-
ciety, 23, 165-168.

Eriksen, C.W., & Schultz, D.W. (1979). Information pro-
cessing in visual search: A continuous flow conception
and experimental results. Perception and Psychophys-
ics, 25, 249-263.

Gaillard, A.W.K. (1978). Slow brain potentials preceding
task performance. Soesterberg, The Netherlands: In-
stitute for Perception, TNO.

Gehring, W.1., Gratton, G., Coles, M.G.H., & Donchin,
E. (1989). Priming effects on stimulus evaluation and
response processes. Manuscript submitted for publi-
cation.

Gratton, G., Bosco, C.M., Kramer, A.F., Wickens, C.D.,
Coles, M.G.H., & Donchin, E. (1989). Event-related
brain potentials as indices of information extraction



268

and response priming. Manuscript submitted for pub-
lication.

Gratton, G., Coles, M.G.H., & Donchin, E. (1989). A pro-
cedure for using multi-electrode information in the
analysis of components of the event-related potential:
Vector filter. Psychophysiology, 26, 222-232.

Gratton, G., Coles, M.G.H., Sirevaag, E., Eriksen, CW.,
& Donchin, E. (1988). Pre- and post-stimulus activa-
tion of response channels: A psychophysiological anal-
ysis. Journal of Experimental Psychology: Human Per-
ception and Performance, 14, 331-344,

Grossberg, S. (1982). Studies of the mind and brain: Neur-
al principles of learning, perception, development, cog-
nition and motor control. Boston: Reidel Press.

Halgren, E., Squires, N.K., Wilson, C.L., Rohrbaugh, J.W.,
Babb, T.L., & Crandall, P.H. (1980). Endogenous po-
tentials generated in the human hippocampal forma-
tion and amygdala by infrequent events. Science, 210,
803-805.

Hillyard, S.A., & Hansen, J.C. (1986). Attention: Electro-
physiological approaches. In M.G.H. Coles, E. Don-
chin, & S.W. Porges (Eds.), Psychophysiology: Systems,
processes, and applications (pp. 227-243). New York:
Guilford Press.

Hockey, G.R.J., Coles, M.G.H., & Gaillard, A.W.K. (1986).
Energetical issues in research on human information
processing. In G.R.J. Hockey, A.W.K. Gaillard, &
M.G.H. Coles (Eds.), Energetics and human infor-
mation processing (pp. 3-21). Dordrecht, The Neth-
erlands: Martinus Nijhof.

Hockey, G.R.J., Gaillard, A.W.K., & Coles, M.G.H. (Eds.)
(1986). Energetics and human information processing.
Dordrecht, The Netherlands: Martinus Nijhoff.

Jaeger, D., Elbert, T., Lutzenberger, W., & Birbaumer, N.
(1987). The effects of externally applied transcephalic
weak direct currents on lateralization in choice reac-
tion tasks. Journal of Psychophysiology, 1, 127-134.

Jennings, J.R. (1986a). Bodily changes during attending.
In M.G.H. Coles, E. Donchin, & S.W. Porges (Eds.),
Psychophysiology: Systems, processes, and applications
(pp. 268-289). New York: Guilford Press.

Jennings, J.R. (1986b). Memory, thought, and bodily re-
sponse. In M.G.H. Coles, E. Donchin, & S.W. Porges
(Eds.), Psychophysiology: Systems, processes, and ap-
plications (pp. 290-308). New York: Guilford Press.

Johnson, R., Jr. (in press). Auditory and visual P300s in
temporal lobectomy patients: Evidence for modality-
dependent generators. Psychophysiology.

Knight, R.T., Hillyard, S.A., Woods, D.L., & Neville, H.J.
(1980). The effects of frontal and temporal-parietal le-
sions on the auditory evoked potential in man. Elec-
troencephalography & Clinical Neurophysiology, 50,
112-124.

Kornhuber, H.H., & Deecke, L. (1965). Hirnpotentialan-
derungen bei Willkurbewegungen und passiven Bew-
egungen des Menschen: Bereitschaftpotential und reaf-
farente Potentiale. Pflugers Archiv, 284, 1-17.

Kutas, M., & Donchin, E. (1980). Preparation to respond
as manifested by movement-related brain potentials.
Brain Research, 202, 95-115.

Kutas, M., & Van Petten, C. (1988). The N400 and lan-

Coles

Vol. 26, No. 3

guage. In P.K. Ackles, J.R. Jennings, & M.G.H. Coles
(Eds.), Advances in psychophysiology (Vol. 3, pp. 139-
187). Greenwich, CT: JAI Press.

Logan, G.D., & Cowan, W.B. (1984). On the ability to
inhibit thought and action: A theory of an act of con-
trol. Psychological Review, 91, 295-327.

Luce, R.D. (1986). Response times. New York: Oxford
University Press.

McClelland, J.L. (1979). On the time relations of mental
processes: An examination of systems of processes in
cascade. Psychological Review, 86, 287-330.

McClelland, J.L., & Rumelhart, D.E. (1986). Parallel dis-
tributed processing: Exploration in the microstructure
of cognition. Yol. 2. Cambridge, MA: MIT Press.

Meyer, D.E., Irwin, D.E., Osman, A.M., & Kounios, J.
(1988). The dynamics of cognition and action: Mental
processes inferred from speed-accuracy decomposi-
tion. Psychological Review, 95, 183-237.

Meyer, D.E., Osman, A.M., Irwin, D.E., & Yantis, S.
(1988). Modern mental chronometry. Biological Psy-
chology, 26, 3-67.

Meyer, D.E., Yantis, S., Osman, A., & Smith, J.LEK. (1985).
Temporal properties of human information process-
ing: Tests of discrete versus continuous models. Cog-
nitive Psychology, 17, 445-518.

Miller, J. (1982). Discrete versus continuous stage models
of human information processing: In search of partial
output. Journal of Experimental Psychology: Human
Perception and Performance, 8, 273-296.

Miller, J. (1988). Discrete and continuous models of hu-
man information processing: Theoretical distinctions
and empirical results. Acta Psychologica, 67, 191-257.

Mountcastle, V. (1976). The world around us: Neural
command functions for selective attention. Neurosci-
ences Research Program Bulletin, 14(Suppl.), 1-47.

Niitinen, R. (1982). Processing negativity: An evoked-
potential reflection of selective attention. Psychologi-
cal Bulletin, 92, 605-640.

Osman, A., Kornblum, S., & Meyer, D.E. (1986). The
point of no return in choice reaction time: Controlled
and ballistic stages of response preparation. Journal of
Experimental Psychology: Human Perception and Per-
formance, 12, 243-258.

Osman, A.M., Kornblum, S., & Meyer, D.E. (in press).
Does motor programming necessitate response exe-
cution? Journal of Experimental Psychology: Human
Perception and Performance.

Pachella, R.G. (1974). The interpretation of reaction time
in information processing research. In B.H. Kantowitz
(Eds.), Human information processing: Tutorials in
performance and cognition (pp. 41-82). Hillsdale, NJ:
Erlbaum.

Pieters, J.P.M. (1983). Sternberg’s additive factors method
and underlying psychological processes: Some theo-
retical considerations. Psychological Bulletin, 93, 411~
426.

Posner, M.1. (1978). Chronometric explorations of mind.
Hillsdale, NJ: Erlbaum.

Posner, M.L., & Boies, S.J. (1971). Components of atten-
tion. Psychological Review, 78, 391-408.

Posner, M.I., Pea, R., & Volpe, B. (1982). Cognitive



May, 1989

neuroscience: Developments toward a science of syn-
thesis. In J. Mehler, S. Walker, & A. Garrett (Eds.),
Perspectives on mental representation (pp. 251-276).
Hillsdale, NJ: Erlbaum.

Posner, M.L., Petersen, S.E., Fox, P.T.. & Raichle, M.E.
(1988). Localization of cognitive operations in the hu-
man brain. Science, 240, 1627-1631.

Posner, M.L., & Snyder, C.R.R. (1975). Facilitation and
inhibition in the processing of signals. In P.M.A. Rab-
bitt & S. Dornic (Eds.), Attention and performance V
(pp. 669-682). New York: Academic Press.

Requin, J. (1985). Looking forward to moving soon: Ante
factum selective processes in motor control. In M.L
Posner & O. Marin (Eds.), Attention and performance
XI (pp. 147=167). Hillsdale, NJ: Erlbaum.

Requin, J., Lecas, J-C., & Bonnet, M. (1984). Some evi-
dence for a three-step model of motor preparation. In
S. Kornblum & J. Requin (Eds.), Preparatory states
and processes (pp. 259-284). Hillsdale, NJ: Erlbaum.

Requin, J., Riehle, A., & Seal, J. (1988). Neuronal activity
and information processing in motor control: From
stages to continuous flow. Biological Psychology, 26,
179-198.

Ritter, W., Vaughan, H.G., Jr.. & Simson, R. (1983). On
relating event-related potential components to stages
of processing. In A.W.K. Gaillard & W. Ritter (Eds.),
Tutorials in event-related potential research: Endoge-
nous components (pp. 143-158). Amsterdam: North-
Holland.

Rockstroh, B., Elbert, T., Lutzenberger, W., & Birbaumer,
N. (1982). The effects of slow cortical potentials on
response speed. Psychophysiology, 19, 211-217.

Rohrbaugh, J.W., Syndulko, K., & Lindsley, D.B. (1976).
Brain wave components of the contingent negative
variation in humans. Science, 191, 1055-1057.

Rumelhart, D.E., & McClelland, J.L. (1986). Parallel dis-
tributed processes. Vol. 1. Cambridge, MA: MIT Press.

Sanders, A.F. (1980). Stage analysis of reaction processes.
In G.E. Stelmach & J. Requin (Eds.), Tutorials in mo-
tor behavior (pp. 331-354). Amsterdam: North Hol-
land.

Sanders, A.F. (in press). Some issues and trends in the
debate on discrete vs continuous processing of infor-
mation. Acta Psychologica.

Schmidt, E.M., Jost, R.G., & Davis, K.K. (1974). Cortical
cell discharge patterns in anticipation of a trained
movement. Brain Research, 75, 309-311.

Modern Mind-Brain Reading

269

Schouten, J.F., & Bekker, J.A.M. (1967). Reaction time
and accuracy. Acta Psychologica, 27, 143-153.

Scripture, EW. (1907). Thinking, feeling, doing: An in-
troduction to mental science (2nd ed.). New York: Put-
nams.

Smid, H.G.O.M., Mulder, G., & Mulder, L.J.M. (in press).
Response competition and the continuous flow con-
ception of human information processing: A psycho-
physiological investigation. Acta Psychologica.

Sternberg, S. (1969). The discovery of processing stages:
Extensions of Donders’ method. In W.G. Koster (Ed.),
Attention and performance II (pp. 276-315). Amster-
dam: North-Holland.

Townsend, J.T. (1974). Issues and models concerning the
processing of a finite number of inputs. In B.H. Kan-
towitz (Ed.), Human information processing: Tutorials
in performance and cognition (pp. 133-185). Hillsdale,
NIJ: Erlbaum.

Townsend, J.T., & Ashby, F.G. (1983). Stochastic mod-
eling of elementary psychological processes. Cam-
bridge, England: Cambridge University Press.

Treisman, A., & Gelade, G. (1980). A feature integration
theory of attention. Cognitive Psychology, 12, 97-136.

van der Molen, M.W., Somsen, R.J.M., & Orlebeke, J.F.
(1985). The rhythm of the heart beat in information
processing. In P.K. Ackles, J.R. Jennings, & M.G.H.
Coles (Eds.), Advances in psychophysiology (Vol. 1, pp.
1-88). Greenwich, CT: JAI Press.

Vaughan, H.G., Jr. (1974). The analysis of scalp-recorded
brain potentials. In R.F. Thompson & R.F. Patterson
(Eds.), Bioelectric recording techniques, Part B (pp. 157-
207). New York: Academic Press.

Vaughan, H.G., Jr., Costa, L.D., & Ritter, W. (1968). To-
pography of the human motor potential. Electroen-
cephalography & Clinical Neurophysiology, 25, 1-10.

Wood, C.C., & Allison, T. (1981). Interpretation of evoked
potentials: A neurophysiological perspective. Cana-
dian Journal of Psychology, 35, 113-135.

Wood, C.C., Allison, T., Goff, W.R., Williamson, P.D.,
& Spencer, D.D. (1980). On the neural origin of the
P300 in man. In H.H. Kornhuber & L. Deecke (Eds.),
Motivation, motor and sensory processes of the brain.
Progress in brain research, Volume 54 (pp. 51-56).
Amsterdam: Elsevier.

Yellott, J.I., Jr. (1971). Correction for guessing and the
speed-accuracy trade-off in choice reaction time. Jour-
nal of Mathematical Psychology, 8, 159-199.



	SPR Presidential Address, 1988
	Abstract
	The Study of Cognition: The Chronometric Approach
	Inferential Procedures
	An Analogy

	The Two Faces of Psychophysiology
	Application of Psychophysiology to the Study of Cognition: The Lateralized Readiness Potential
	Validating the Measure
	Using the Measure

	Pschopysiology and Pysiological Processes
	Physiological Significance
	Implications

	Conclusions
	References

