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Abstract 
It is not possible to localize the cerebral structures that generate the P3 from non-invasive recordings. In addition to 

inherent ambiguities in source localization, many generators that are active during the P3 do not propagate to the scalp 
and thus would remain invisible to even perfect inverse solutions. Furthermore, scalp recordings are not directly 
informative with regard to underlying neural processes. In theory, fMRI could help distinguish between alternative P3 
generators, but in practice, its utility may be limited. Recordings directly within the brain are limited by incomplete 
sampling and possible pathology. However, they are the only unambiguous means to demonstrate local generation of 
potentials which overlap in time with the scalp P3 and possess similar cognitive correlates. Decreases in scalp P3 after 
brain lesions suggest which structures might contribute directly to the scalp P3, but post-lesion decreases can also be due 
to disruption of antecedent calculations. Despite these considerations, and remaining dissociations, there is increasing 
convergence in the distribution of generator structures inferred from different methods. However, bringing the P3s and the 
cognitive states that they embody into mechanistic neuroscience requires going beyond the localization of generating 
structures to identifying generating synapses, channels and circuits. 
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Even a perfect inverse solution cannot localize what it does not see 
It is impossible to unambiguously localize the structures generating the P3 from extracranial recordings for two 

fundamental reasons that are inherent in the biophysics of EEG and MEG, and can never be overcome by advances in 
analysis techniques. First, the inverse problem is ill-posed: there are an infinite number of cortical activation patterns that 
could result in any recorded scalp-P3 topography. Second, most of the brain generators active during the P3 do not 
propagate to the scalp to produce a recordable potential due to spatiotemporal cancellation. Fortunately, under some 
circumstances, intracranial EEG (iEEG) recordings can unambiguously localize P3 generators. Such recordings have 
made it clear that the P3 actually refers to several states, with different generating structures and evoking circumstances. 
These studies, reviewed in the companion chapter by Halgren in this volume, serve as a touchstone for evaluating the 
non-invasive techniques. 

Neural processes generating EEG and MEG 
The underlying P3 process can be measured with a variety of techniques, each of which can provide complementary 

insights. EEG, MEG and the blood oxygenation level dependent (BOLD) response measured with functional MRI are all 
closely related to synaptic transmission and transmembrane currents (fig. 1). Ionic concentration gradients act as 
batteries, driving current actively across the membrane, and drawing it from, or pushing it into, the intracellular and 
extracellular spaces. Aligned intracellular currents are thought to comprise the main generators of MEG [1], whereas 
aligned extracellular currents are measured as EEG [2]. The intracellular and extracellular currents are equal and passive, 
and result directly from the same active current flows across neuronal membranes. Consequently, the EEG and MEG 
share the same active generators but propagate differently to their respective sensors. Thus, they provide complementary 
localizing information [3,4]. BOLD functions to support the energy needs of the brain, and in primates these are mainly 
related to synaptic processes and consequent currents [5]. This is the fundamental reason to expect that EEG and MEG 
measures of the P3 would be highly similar to each other, and at least partially share a generating substrate with the 
BOLD response in the same task. However, there are also many ways in which these measures could be dissociated, 
which we shall consider below. 
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On the one hand, generation of the EEG (and thus event-related averages of the EEG, and thus the scalp-P3) is very 

simple: active currents flow across cell membranes in the brain, and these currents then flow through the extracellular 
space, thus producing potential differences between electrodes at different locations on the scalp. On the other hand, 
there are many kinds of active currents in the brain, each of which has its own biological context and function [6]. The 
spatial arrangement of these currents and the paths they take are incredibly complex, as is the spatiotemporal 
choreography of their activation. Fortunately, biophysical considerations applied to the biology of these currents allow one 
to understand which of them are likely to contribute to the EEG. In most cases the same considerations apply equally to 
MEG and they will be discussed together. 

Action potentials 
Action potentials contribute little to the M/EEG signal for several reasons [7]. First, the action potential is organized as a 

central current sink surrounded by sources. Current crosses the axonal membrane behind the active sink to restore its 
resting potential. Current is drawn from in front of the spike to supply charge to the active sink. Consequently the action 
potential is equivalent to a quadripole which decreases with distance much faster than do the equivalent dipoles produced 
by synaptic activation. Second, axonal diameters are generally small compared to dendritic, and so the currents involved 
are small (and are even smaller for myelinated axons due to saltatory conduction). Third, action potentials are very short 
and biphasic so tend to cancel due to temporal asynchrony; even a half millisecond offset can result in cancellation 
whereas waves as long as the P3 (~200ms) will summate even when offset by 100ms. Fourth, axons tend to form tangles 
resulting in spatial cancellation (rather than palisades like apical dendrites). Fifth, the return currents are close to the 
primary sinks (especially for action potentials in unmyelinated axons, the most common in the cortex itself) so the dipoles 
are short and thus weak. There are apparent exceptions, such as the primary somatosensory cortex response to median 
nerve stimulation [8], but these provide a very weak signal that is only apparent because it is the first cortical response 
and thousands of trials are averaged. 

 
Figure 1. Common 

Origin of MEG, EEG 
and BOLD in Active 

Transmembrane 
Currents. The 

excitatory 
postsynaptic current 
(EPSC) induced by 
the opening of ligand-
gated channels in the 

postsynaptic 
membrane (shown at 
top at the distal apical 
shaft of a cortical 
pyramidal cell), 
results in an 
intracellular current 
(left) which when 
summated across 
many cells generates 
the MEG. The equal 
but opposite 
extracellular return 
current results in the 
EEG (bottom), and 
restoring ionic 
balance through 
active pumping is a 
major driving force 
behind the BOLD 
response (right). 
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Inhibition 

It has been controversial if inhibitory currents also contribute to M/EEG. A major reason for this doubt has been that 
GABAa receptors function by permitting Cl- ions to pass, and the reversal potential of chloride (-71 mV) had been thought 
to be similar to the resting potential of cortical pyramidal cells [9]. Increased Cl- conductance would shunt current arriving 
at the soma and prevent it from triggering an action potential, thus inhibiting neurons without affecting their membrane 
potential. Even if this were the case, however, the shunting current would still alter the dipole produced by simultaneous 
EPSP in the apical dendrites of the same cell by increasing the separation between its poles. This increased dipole length 
would result in a proportionate increase in dipole strength. Furthermore, the supposedly hyperpolarized state of resting 
cortical cells was based on measurements in anesthetized animals or slices. More recent data in awake animals find 
resting potentials of ~-63 mV, i.e., depolarized from the equilibrium potential of Cl- [10]. Finally, GABAb receptors which 
appear to predominate in associative interactions in the cortex [11] operate mainly via K+ currents, which reverse at -89 
mV, far removed from the resting potential. Intrinsic voltage-gated K+ channels are also major contributors to the active 
currents that have been shown to be major contributors to delta waves [12]. 

At the circuit level, it appears that inhibition and excitation are largely simultaneous and correlated, especially at the 
time scale of the P3. The concept of recurrent inhibition holds that a strong excitation would be followed by recurrent 
inhibition [13]. It had been thought that recurrent inhibition provided a good model for evoked potentials as well as 
spontaneous EEG. However, it is now appreciated that especially in cortical associative circuits, long-lasting polysynaptic 
excitation of AMPA and NMDA glutamate receptors are balanced by feedforward GABAb inhibition [14]. 

Voltage-gated channels 
Thus far we have mainly discussed the possible contributions to M/EEG of traditional ligand-gated channels that are 

opened by the binding of a specific neurotransmitter at post-synaptic sites, and of fast voltage-gated channels producing 
axon potentials. Voltage-gated channels also occur in the soma and dendrites, with slow time-constants comparable to 
the frequencies present in the P3 [15]. These later channels are known to play a dominant role in producing certain 
spontaneous slow M/EEG phenomena (see below). Murakami and Okada examined the relative contribution of different 
channels to local field potentials (LFP) and MEG signals produced by the transverse hippocampal slice in vitro [16,17]. 
Channel activity was modeled using the detailed mathematical model of Traub [18], as guided by simultaneous 
intracellular recordings and estimates from the literature. They found that most of the M/EEG signal evoked by local 
stimulation was due to voltage-gated rather than ligand-gated channels. 

In summary, M/EEG result from voltage- and ligand-gated currents across dendrosomatic membranes. The batteries 
powering these currents are the potential differences (or equivalently the ionic concentration differences) across cell 
membranes. These currents take very short paths and so produce tiny dipoles; they are perpendicular to the cell 
membrane thus cancel across the different sides of a dendritic cross-section; consequently they are not directly seen with 
MEG or EEG, although they are the ultimate source of both. After crossing the cell membrane, current will distribute itself 
within the neuron according to the resistance of the different paths open to it, which is determined by the shape of the cell 
[19]. 

Spatiotemporal cancellation during passive propagation of the M/EEG 
Spatial cancellation 

It appears that in most cases, the intracellular and extracellular currents resulting from transmembrane currents are 
spatially disorganized so that no significant net dipole is produced (fig. 2). Pyramidal cells, however, possess four unusual 
characteristics that guide the net currents flowing to and from the channels on their surface to often summate and produce 
M/EEG (fig. 1). First, pyramidal cells possess a prominent and long apical dendrite. If the active current enters the cell at 
the tip of the apical dendrite, it will tend to flow down the large apical shaft toward the soma rather than into tiny terminal 
dendritic branches. This internal current produces the MEG signal. The internal current releases charge on the outside of 
the membrane that then flows back to the active site, and this external polarized current results in the EEG. Pyramidal 
cells are unusual in this morphology that guides net intracellular and thus extracellular current in a single long line; 
currents in stellate cells, and even the basal dendrites of pyramidal cells would tend to flow in many radial lines and thus 
produce no net dipole. Second, pyramidal cell apical dendrites are aligned so their currents run in parallel; further the 
apical dendrites of a given pyramidal cell population begin and end in relatively restricted layers so that the currents begin 
and end together. Together this organization results in the individual currents summating across pyramidal cells. Third, 
pyramidal cells are the most numerous of all cortical neurons (~70%), and thus their summated currents will be relatively 
large. Fourth, the intracolumnar as well as external connections of pyramidal cells are arranged in layers, or lamina. For 
example, different lamina are targeted by feedforward vs feedback distant cortico-cortical connections [20,21], by 
characteristic connections between cortical layers [22], and by core vs matrix thalamo-cortical connections [23]. Thus, 
synaptic input from a given source is localized to a discrete portion of the dendrite and the resulting currents are spatially 
aligned in parallel with the apical dendrites, perpendicular to the cortical surface. These four spatial properties are 
ultimately the byproduct of the phased developmental program that constructs the cerebral cortex [24]; if any were lacking 
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the M/EEG would be much smaller and probably rather uninteresting. 

Apical dendrites are essentially parallel only on a small scale of <1cm, at larger distances they may point away from 
each other due to the highly folded nature of the human cortex. Quite often, the dipoles lie on opposite sides of a sulcus, 
in which case they will largely cancel. In such situations, lesions of one side of the sulcus would result in an increased 
signal due to decreased cancellation. Much of the hippocampal fields may cancel due to its tubular structure. Although as 
reviewed above, numerous groups have found large P3b’s generated in the hippocampus, lesions of the hippocampus 
have little or no effect on the scalp-P3b [25-28]. Unpublished simulations (Ahlfors et al) show that at reasonable levels of 
brain activity (~10% of the cortical surface active), most (>90%) of the M/EEG response at the sensors is cancelled 
compared to what would be recorded when each is activated individually. When a complex arrangement of cortical 
sources in a given area do not completely cancel, they will always appear as a simple dipolar pattern at a sufficient 
distance because the dipolar term drops off more slowly with distance [29]. In the simplest example, a focal source may 
produce an external pattern that is indistinguishable from activation distributed over a broader area [30,31]. Requiring a 
high ‘goodness-of-fit’ does not address this problem, as it is often excellent for erroneous single dipole models for 
complex generating sources [32]. All of the above ways in which transmembrane currents may fail to result in an 
extracranial signal apply equally to MEG and to EEG. MEG has an additional blindness: radial sources produce very small 
extracranial MEG fields that may not rise above the noise [33,34]. Thus, as measured outside the head, it is easy to 
imagine complex arrangements of dipoles that cancel each other except for a residual that can appear as a small dipole at 
a distance. 

Temporal cancellation 
Spatial organization is thus necessary for transmembrane currents to produce summating dipoles. However, it is not 

sufficient. If the dipoles from individual cells or groups of cells are asynchronous with those in overlapping groups, then 
they will also tend to cancel each other [35]. Optimal propagation will be achieved by relatively slow synaptic activations 
synchronized over large areas of the cortex by the thalamus, brainstem or cortico-cortical fibers. These synchronizing 
mechanisms become manifest in spontaneous rhythms, which we discuss in the companion chapter by Halgren. Here, we 
turn to other methods for localizing the P3 generators. 

Limits of perfection 
If a given neural activity fails to produce an extracranial signal, then it cannot be detected regardless of the accuracy of 

the inverse method applied to the extracranial signal. For these reasons, the ‘origin of the M/EEG signal,’ and the ‘brain 
activity indexed by the M/EEG signal,’ are not at all the same thing. While from a technical viewpoint, the goal of source 
modeling is to find out what brain area is generating the recorded signals, the neurophysiologist rather seeks to infer the 
activity patterns present in the brain regardless of whether they propagate extracranially. Since most transmembrane 
currents probably do not result in an M/EEG signal, these are very different questions. We may hope that when the P3 is 
understood in terms of its underlying neuronal systems, then extracranial recordings can be used as an index or marker of 
the system, rather than as a method capable of exhaustive and certain detection of its generating component structures. 

Disambiguation of M/EEG source localization with BOLD 
M/EEG reflect the transmembrane currents in the brain instantaneously; they thus have temporal resolution limited only 

by their sampling rate and directly reflect neuronal information processing. However, certain localization of M/EEG from 
extracranial sensors is physically impossible [36]. Localization of the BOLD response is certain, but it has a delayed and 
uncertain relationship to neuronal information processing. The problem with M/EEG source localization is not that there is 
a lack of spatial information, but that it is ambiguous: prior assumptions are needed to choose among the infinite number 
of possible source configurations that could have produced the observed signal topography. Since BOLD is not 
ambiguous and comes from a biologically related source, it has been used as a prior assumption. 

Neural processes generating BOLD responses 
Like M/EEG, BOLD does appear to be influenced by inhibition as well as excitation. In rat barrel cortex [37] and primate 

visual cortex [38], surround neuronal inhibition is associated with decreased BOLD. Also like M/EEG, BOLD does not 
appear to be directly sensitive to action potentials. Within the cerebellum, rCPF changes can be easily dissociated from 
the firing of its principle neurons, the Purkinje cells [39]. Attwell and Iadecola [40] estimated that action potentials in 
nonhuman primates utilize ~10% of the brain’s energy budget, whereas postsynaptic processes consume ~75%. Although 
the relatively small amount of energy used by action potentials would argue against neuronal firing being the critical factor 
controlling the hemodynamic response, this is an indirect argument; recent evidence suggests that the hemodynamic 
response is controlled by signals from particular cell groups, rather than by a net sampling of energy metabolism. For 
example, measurement with PET of rCBF in response to visual stimulation found that increasing the distance from 
metabolic normalcy with hypoxia did not increase the rCBF response [41]. Several neurovascular control systems have 
been identified, including extrinsic nerves from the peripheral nervous system innervating pial vessels [42]. Within the 
central nervous system, cholinergic, serotonergic, noradrenergic, and other neuromodulatory systems innervate 
microvessels within the cortex, transduced through asytrocytes and interneurons, forming neurovascular units acting via 
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nitric oxide and other vasoactive mediators [42]. A critical role for interneurons in the neurovascular control system is also 
suggested by the observation in vitro that activation of single interneurons can evoke visible changes in cortical 
microvessels [43]. 

Associations and dissociations between M/EEG and BOLD 
The above discussion provides several reasons why M/EEG and BOLD may be generated by the same places and 

neural activities. Ultimately, these measurements reflect the same fundamental main driving force: the transmembrane 
dendrosomatic currents that directly give rise to the MEG and EEG (as their intracellular and extracellular limbs, 
respectively), are also the brain’s main energy consumer and thus produce the deficit that the hemodynamic response 
seeks to restore. Further, both M/EEG and BOLD can reflect either inhibitory or excitatory dendritic currents, but receive 
relatively little contribution from action potentials per se. These considerations explain the tight coupling sometimes 
observed between electromagnetic and hemodynamic cortical changes [44,45]. 

On the other hand there are important differences in how the dendrosomatic currents come to be reflected in 
measurements at the sensors that might lead to quantitative and qualitative dissociations. On the way from the neuronal 
membrane to M/EEG sensor, most transmembrane currents are probably lost to spatial cancellation and temporal 
asynchrony. Conversely, the hemodynamic response is not directly controlled by the energy state of the brain, but by 
control mechanisms that are likely to be invisible to M/EEG: the interneurons that may be the final common pathway in the 
neurovascular control circuit are stellate cells whose geometry would not produce significant propagating dipoles, nor 
would perivascular contacts. However, the cholinergic and monoaminergic control pathways that modulate the 
neurovascular response may be the same ones that control the state of the thalamocortical circuits that underlie M/EEG 
synchrony, potentially leading to an overall correlation between these rhythms and cerebrovascular tonus. 

In conclusion, although both M/EEG and fMRI/PET probably mainly reflect dendrosomatic transmembrane currents, not 
much can be directly inferred from either regarding the synapses or channels involved. There are some strong reasons 
why M/EEG and fMRI/PET might reflect either highly similar or very different neuronal activity, depending on the 
circumstances. The particulars of the M/EEG and fMRI/PET neural bases and of their relations with each other are likely 
to vary in different tasks, locations, latencies, measures, states and species, within different physiological systems. Thus, 
although their general relationship permits BOLD to be used to predict the M/EEG, it is too variable to use methods that 
force or assume too strong a relationship. 

Strategies for combining BOLD and M/EEG even when they are not perfectly correlated 
Specific strategies can be applied to minimize the effects of potential dissociations between M/EEG and BOLD. 

Suppose, for example, that the underlying neural response as well as its M/EEG manifestation was equal but latency-
shifted across two comparison conditions. Then the BOLD response, lacking temporal resolution, would fail to observe 
any difference, whereas the M/EEG response would be markedly different, especially in subtraction waveforms. If one 
were to use only the areas showing differential BOLD responses as priors for localizing the M/EEG difference waveform, 
then crucial areas would be lacking. This problem would be avoided by including all areas showing a BOLD difference in 
any task comparison to baseline as priors. Simulation studies have shown that the disambiguating power of BOLD priors 
is little affected by including too many areas, but is severely weakened by including too few [3]. 

The poor temporal resolution of BOLD is also problematic because it is unable to distinguish generators of the P3 from 
other waves that are closely associated with it. Specifically, the same situations that evoke the P3b also evoke antecedent 
activity (partially reflected in the N2b) that may very well not be in the same location, but that fMRI cannot distinguish. 
Indeed, the antecedent processing may be more likely to be associated with increased neuronal activity and thus 
increased BOLD than the P3b which may sometimes be related to inhibition (see companion chapter by Halgren). This 
concern is smaller for the P3a because, although intracranial recordings show it is associated with a preceding MMN/N2a 
and followed by a SWa in a typically triphasic waveform, this association appears to be true everywhere that the P3a is 
recorded. Thus, even if the BOLD increase during trials that evoke the P3a is actually evoked by neural activity underlying 
the N2a, that is not important because the N2a and P3a appear to be co-localized. 

A second situation where BOLD and M/EEG may dissociate is when weak synchronous inhibition produces large 
M/EEG signals but a decrease in metabolism. The influence of synchrony is so powerful [46] that it is easy to imagine it 
resulting in situations where an increase in M/EEG being associated with a decrease in fMRI. For example, the largest 
EEG waves are the 0.5-4 Hz activity during slow wave sleep produced by thalamocortical mechanisms that have been 
well-studied in animals [47]. These large waves are associated with greatly reduced synaptic activity and decreased 
metabolism [48]. Thus, it is essential to include as priors areas with decreased as well as increased BOLD, and to accept 
that BOLD and M/EEG may not be monotonically related. 

A particularly egregious problem in using BOLD to localize the P3b is that powerful generators identified with 
intracranial recordings are in anteroventral temporal lobe structures that are especially prone to fMRI susceptibility 
artifacts [49,50]. In addition to methods that can partially recover signal in these areas, one can chose a relatively low 
significance threshold for the fMRI. Again, since this allows the inclusion of the maximum number of candidate areas, the 
choice of a threshold as high as p<.1 can be considered as the most conservative approach. Of course, this strategy will 
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not work if these areas have been lost entirely due to the slice prescription, a problem especially of PET studies. 
Regardless of the strategy employed, some M/EEG generators will likely escape detection with fMRI. Simulation studies 
indicate that this can lead to grossly inaccurate source solutions, if the M/EEG generators are forced to one of the 
remaining candidates; conversely little price in source localization is paid if the source localization is only partially biased 
toward the areas identified with BOLD [3]. 

Focality and synchrony as priors for source localization from M/EEG 
Keeping these strategies in mind, the information from structural and functional MRI can be used as priors to select 

between alternative generator configurations permitted by the M/EEG topography. These methods differ in the additional 
priors that are applied to solve the inverse problem, typically concerning the degree of focality and synchrony of the 
generators. For example, the extracranial-P3 is often modeled with a single or a few pairs of equivalent current dipoles 
(ECDs) [51]. The high level of focality implicit in this approach is seemingly at odds with the many regions that have been 
shown to be active during the P3 [52]. More generally, iEEG recordings have clearly shown that during cognitive tasks, 
many areas become rapidly engaged, and remain engaged in an overlapping and distributed fashion [53,54]. This is 
reasonable given that auditory and somatosensory input arrive at the cortex by ~20ms, and visual by ~60ms after stimulus 
onset, and it takes <~15 ms for any location in the cortex to communicate with any other [55,56]. Thus, by the time of the 
P3, ample time has passed for the entire cortex to been active for a long period, when considering only cortico-cortical 
connections. In addition, projections from modulatory structures in the thalamus, basal forebrain, and brainstem are 
available to synchronize brainstates across the cortex. If the P3 generators are related to those of spontaneous EEG 
oscillations, then widespread generation would be expected since these processes are characteristic of the cortex as a 
whole. Finally, the cognitive correlates of the P3, such as context updating and orienting, would be expected to be 
processing states that involve large parts of the cortex. 

It is sometimes argued that fMRI studies have demonstrated that cognitive brain activations are highly focal. However, 
focality in BOLD responses may reflect the analysis strategy rather than the underlying neurobiology. BOLD analysis often 
shows only clusters of activation and/or require stringent statistical thresholds in order to overcome false positives due to 
the large number of voxels being examined for responses. When higher sensitivity is achieved by averaging large 
numbers of subjects, situations that evoke the scalp-P3 are found to evoke very widespread and extended activity even at 
very stringent thresholds [57]. 

Focal ECDs would still be quite useful if they could be relied upon to be located near the centers of generating regions. 
Indeed, if the generating region is relatively small (on the order of a few square cm2), this may be true [30,31]. However, 
when large regions are activated, as may very well be the case with the P3, an ECD may represent active cortex that is 
several cm distant, precluding meaningful interpretation. 

Partly in response to such considerations, methods for estimating distributed source distributions have been developed 
[58]. Each of these contains, usually implicitly, assumptions regarding the focality of the underlying neuronal generators. 
For example, minimum current estimates (L1 norm) assume that the brain minimizes current in distributing sources across 
the cortical surface [59,60], whereas the minimum norm (L2 norm) assumes that the brain minimizes power [61,62]. 
Consequently, minimum current estimates will be more focal than minimum norm estimates for purely mathematical 
reasons that have no rationale in neurobiology (there is no reason to suppose that the brain minimizes either the amount 
of current or the amount of power it uses in producing an extracranial signal). Given what we know of the P3 generators 
from iEEG, one might chose assumptions that encourage highly distributed solutions [63], but again it is important to 
realize that these assumptions are unproved. While it is clear that the P3a and P3b are each generated in many cortical 
areas, it is not clear how distributed their generators are within each area, due to the sparse sampling of most iEEG 
recordings (see below). 

Other methods for constraining source solutions begin with the extraction of statistically independent components of the 
signals present at the M/EEG sensors [64-66]. These components have a spatial topography, which can be localized with 
the same techniques as the original signals. However, as noted above, similar P3s can be recorded at multiple intracranial 
locations- thus they are clearly not independent of each other. Unaveraged iEEG also shows a fairly high level of 
coherence both at relatively short distances [67], as well as at longer ranges, with average coherence measures of about 
.35 [68]. These coherences can transiently increase dramatically across the cortex during information processing [68]. 

In summary, source localization from M/EEG requires prior assumptions. These may include the assumption that the 
M/EEG is generated by dipoles that are: (1) in the cortex and perpendicular to its surface; (2) in the same locations as 
BOLD increases in the same tasks and conditions; (3) focal or distributed; (4) few or many in number; and (5) statistically 
independent. While generating dipoles are likely to be in the cortex, the distribution of BOLD responses only provides a 
partial guess that might help choose among candidate generators. Basic cortical anatomy and physiology, as well as 
BOLD and iEEG recordings strongly imply that the P3 is not generated by a few focal generators. Rather than 
independent sources, iEEG finds that the timecourses of different cortical sources are highly similar. In any case, no set of 
prior assumptions are known with enough certainty to permit confident localization of the P3 from extracranial recordings. 
Thus, their implications need to be validated with iEEG, as it can sometimes provide certain localization of generators. 
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Figure 2. Complex Relationships between Brain Activity and Scalp Recordings. The propagating generator is 

composed of cells like that illustrated in fig. 1, aligned in an open field. Their net activity is recorded at the scalp, but many 
inverse methods would mis-estimate the location and extent of the source. A depth electrode penetrating the generator 
would record large inverting potentials, as it would within the occult generator. However, the different parts of the occult 
generator cancel one another, and no field escapes to the scalp. An electrode passing where there is no generator may 
also record inverting potentials, but they will be smaller and with more gradual gradients. Because actual P3 generators 
are likely to be extended, and cortex is highly convoluted, recordings within actual generators are likely to show multiple 
inversions and/or reversing gradients. The co-activated neurons receive the same synaptic input as the propagating and 
occult cells, but they lack the morphological and spatial organization necessary to generate even a local P3, although 
increased synaptic activity may be reflected in high gamma power. Note that even a perfect inverse solution would not 
localize the co-activated or occult generators. 
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Validation of non-invasive source localization with iEEG 

Like MEG and scalp-EEG, iEEG has a very high temporal resolution (<1ms) and a direct relation to synaptic 
communication. Unlike MEG or scalp-EEG, iEEG also has very high spatial resolution (effectively limited only by electrode 
size and spacing), and is the only method that can unambiguously identify ERP generators. However, iEEG has four 
serious limitations: pathological contamination, limited sampling, unclear contribution to extracerebral M/EEG, and 
susceptibility to volume conduction. 

Depth electrodes are only implanted for strictly clinical purposes in epileptic subjects for the purpose of localizing their 
epileptic focus prior to its surgical removal [69]. During the time that the patients are waiting for the arrival of a 
spontaneous seizure, they may consent to perform cognitive tasks while their relatively normal brain regions are recorded. 
In most cases, epileptogenic pathology attenuates the local cognitive potentials [70-75]. However, occasionally, 
epileptiform hyper-responsiveness can also be observed [76,77]. Nonetheless, it is possible to select for study patients 
who perform cognitive tasks in the normal range, and who produce normal scalp cognitive EPs. Furthermore, epileptiform 
activity is localized in time and space, and so it is possible to select patients, sites and epochs for analyses that appear 
electrographically normal. 

A second limitation of depth recordings is that they provide unambiguous localizing information only in a small region 
surrounding the electrode contact, and in a given patient, electrodes are only implanted into a limited region. The great 
advantage of intracranial electrodes is their high spatial resolution, but this necessarily also implies that they will usually 
miss activity if they do not directly sample the active area. One can estimate that the ~100 recording sites in any given 
patient would sample high amplitude cognitive activity from ~10% of the brain. Thus, the choice of recording sites has a 
profound effect on what can be observed. In particular, due to their common involvement in epileptogenesis and the 
existence of a safe surgical approach, the hippocampus and amygdala have been recorded from more than any other 
brain area. Conversely, certain brain regions remain undersampled, because they are seldom involved in epileptogenesis 
and/or they are difficult to approach surgically. Poorly sampled regions include the insular/opercular cortices, and the most 
dorsal parietal, posterior occipital, and anterior frontal cortices. However, this limitation has largely been overcome for the 
P3 due to the large number of electrode contacts sampled in different regions, across surgical programs with different 
clinical strategies. 

A third limitation of iEEG is that evaluating the possible contribution of a demonstrated local EP generator to the 
extracerebral M/EEG field is complicated, requiring an accurate computational forward model that incorporates knowledge 
of: (1) the detailed spatial configuration of all dipoles within the generating cortex; (2) the strength and timing of each 
dipole; and (3) the 3D distribution of tissues with different impedances in the head. Due to the limited sampling of iEEG, 
this ideal has never been realized, the exact relation between the generators of cognitive EPs, and those recorded at the 
scalp, remains unclear. 

A critical test for whether a particular depth-P3 generator contributes to the scalp-P3 is provided by scalp recordings 
after a lesion in that generator [78]. However, interpretation of such studies is not necessarily straightforward (fig. 2) [79]. 
Clearly, destruction of a propagating generator would usually be expected to diminish the corresponding scalp-P3 
component. However, it is difficult to evaluate the possible influences of the removal of 'cancelling' generators (which 
could even result in a post-lesional increase in amplitude). For example, if the local depth-P3 is positive at the local 
cortical surface, then lesions of the orbital surface would mainly remove dipoles pointing in the ‘wrong way,’ and thus 
result in an increased scalp-P3. Conversely, lesions of locations that do not generate depth-P3s may still decrease the 
scalp-P3 if they disrupt antecedent processes that must occur prior to activation of the actual generating structures. For 
example, frontal areas may perform executive processes that are essential before working memory is updated, but the 
actual updating may occur elsewhere and give rise directly to the P3. While the most likely interpretation of a lesion-
induced decreased scalp-P3 as indicating that the lesioned structure contains P3 generators may usually be correct, other 
possibilities should be borne in mind. 

Passive propagation of EEG and thus far-field recordings also occur intracranially (fig. 2). Consequently, simply 
recording a potential intracranially does not establish its local generation. Even inversions can be recorded at a distance, 
for example as one passes through the iso-electric plane of a simple dipolar source. Conversely, one may be in an active 
generator, but because of superimposed potentials from distant sources, not observe an inversion in polarity locally. 
Working from basic principles, Nicholson and Freeman [2] demonstrated how transmembrane currents can be localized in 
three dimensions using the second spatial derivative of the potential, taking into account the local conductivities. Although 
this method is usually applied to microelectrode array recordings, the same principles apply to depth macroelectrode 
recordings, with steep and changing voltage gradients indicating local generation. Again, these signs must be interpreted 
with reference to the local conductivity profile as this can greatly influence current flows and thus voltage gradients. Local 
generation is also indicated if the local potentials are larger than in all surrounding structures. An indirect but strong 
indicator of local generation is changes in cell-firing that are correlated in time and cognitive correlates with local field 
potentials, since action potentials do not propagate significantly for reasons discussed above [80]. Application of these 
multiple criteria to demonstrate local generation is rare, but has occurred for the P3b in the hippocampal formation, where 
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steep voltage gradients, changes in cell-firing, and larger amplitude than surrounding structures in all directions have all 
been demonstrated (see companion chapter by Halgren). None of these criteria can be completely satisfied using 
subdural strips or grids. In such cases, local generation is inferred from relatively large local amplitude in two dimensions. 
This limitation of iEEG strikes to the heart of its utility, and emphasizes the need to develop quantitative methods to infer 
generator localization from the sampled electrical field using conductivities inferred from cerebral segmentation [81] and 
diffusion tensor imaging [82]. 

Despite these limitations, intracranial recording is the only method that is capable of demonstrating local generation 
unambiguously. It is thus of interest to compare the localization of intracranial P3 generators as inferred from BOLD with 
the results of iEEG (for review see [83]). Although there is a general correspondence when comparing across studies 
[84,85], there is only partial correspondence of P3 source localization from simultaneous BOLD and scalp EEG recordings 
compared to the intracranial results described in the companion chapter by Halgren [86,87]. Significantly, the only direct 
within-subject comparison of iEEG and BOLD localization of the P3 found clear dissociations [88]. However, rapid 
progress in simultaneous scalp-EEG/BOLD recording, and signal-separation/source-estimation is yielding increasing 
convergence with iEEG-derived generator structures. 

Conclusions 
In this review, we have seen that by itself, each measure can provide only limited knowledge of the underlying P3 

process. Before neuronal currents can be recorded extracranially as EEG and MEG, they must spatiotemporally 
summate. Most do not and so remain invisible. Localizing those currents that do propagate requires prior assumptions 
that are problematic for the P3. Unlike EEG and MEG, intracranial EEG is not inherently ambiguous, but is limited by 
possible influences of pathology and incomplete sampling. BOLD is limited in its temporal resolution and has poor signal 
to noise in important P3b generators. Combining across techniques can help overcome these limitations, but even 
accurate identification of the neural structures generating the P3s has limited implications for the mechanisms whereby 
they modulate cerebral information processing. Bringing the P3s and the cognitive states that they embody into 
mechanistic neuroscience requires understanding at the synaptic, cellular and circuit level, rather than the structure level 
of BOLD and macro-iEEG. 
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