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Influences of semantic and syntactic context
on open- and closed-class words
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Event-related potentials (ERPs) were recorded as subjects read semantically meaningful, syn-
tactically legal but nonsensical and random word strings. The constraints imposed by formal sen-
tence structure alone did not reduce the amplitude of the N400 component elicited by open-class
words, whereas semantic constraints did. Semantic constraints also eliminated the word-frequency
effect of a larger N400 for low-frequency words. Responses to closed-class words exhibited reduced
N400 amplitudes in syntactic and congruent sentences, indicating that formal sentence struc-
ture placed greater restrictions on closed-class words than it did on open-class words. However,
unlike the open-class results, the impact of sentence context on closed-class words was stable across
word positions, suggesting that these syntactic constraints were applied only locally. A second
ERP component, distinct from the N400, was elicited primarily by congruent closed-class words.

Much experimental effort has been devoted to demon-
strating that people are faster at identifying (or require
less sensory information to identify) words that occur in
an informative context than they are at identifying words
that do not. In natural discourse, readers and listeners have
several theoretically distinct sources of information that
they may use in the transformation of a visual or acoustic
signal into a meaningful representation. These include as-
sociations between individual words in long-term mem-
ory, semantic information derived from larger chunks of
the ongoing discourse or real-world knowledge, syntac-
tic restrictions provided by the grammar of the language,
the overall probability of occurrence of particular words
based on their frequency of usage in the reader’s/listener’s
experience with the language, and pragmatic cues. Psy-
cholinguistic research has attempted to describe how each
source of information is used, addressing such questions
as whether different cues are utilized serially or in parallel,
whether they are allowed to interact or are kept distinct
until a relatively late stage of processing, whether each
type of information is applied to all words or only a subset,
and whether or not different sources of information or
vocabulary types are interpreted by distinct neural circuits.

In the present experiment, we examined the impact of
three potentially informative cues for the processing of
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words in sentences: semantic context, syntactic context,
and word frequency. In the analysis of contextual in-
fluences, open- and closed-class words were considered
separately; the effect of frequency was evaluated only for
open-class words. Our dependent measure was the event-
related brain potential (ERP) recorded as subjects read
visually presented words. This physiological measure al-
lows the possibility of detecting qualitative differences in
the ways in which people use different sources of infor-
mation to process individual words and the extent to which
these may differ for the processing of open- and closed-
class words.

The ERP, formed by averaging time segments of the
electroencephalogram following similar stimuli, is typi-
cally decomposed into ‘‘components’” based on the
differential responsiveness of particular epochs of the
waveform to different experimental manipulations. The
first 150 msec (approximately) of the ERP response is
primarily determined by the sensory characteristics of a
stimulus (e.g., size, luminance, loudness, pitch, etc.),
although selective attention can enhance these early com-
ponents (for recent reviews, see Hillyard, Woldorff, Man-
gun, & Hansen, 1987; Mangun & Hillyard, 1990). In con-
trast, later components of the ERPs are sensitive to a
broader range of cognitive activities (for reviews, see Hill-
yard & Kutas, 1983; Hillyard & Picton, 1987; Johnson,
1988; Kutas, 1988; Kutas & Van Petten, 1988). It is im-
portant to note, however, that variations in the amplitude
or latency of different ERP components have been linked
to different cognitive processes. The possibility thus ex-
ists of finding qualitatively distinct ERP signatures of
semantic versus syntactic processing or of open- versus
closed-class word recognition.

In the analysis of the present data, we will devote par-
ticular attention to the N40O component of the ERP, be-
cause it has already proved responsive to manipulations
of linguistic variables. Most of our knowledge of the fac-
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tors governing N40O activity concerns semantic con-
straints in the processing of individual words, presented
visually (as printed words or American Sign Language)
or aurally (e.g., see Kutas, Neville, & Holcomb, 1987,
Kutas & Van Petten, 1988; Neville, 1985; Neville, in
press). Relatively little research has assessed the sensi-
tivity of the N40O to syntactic constraints. The demon-
stration of a brain response that is differentially sensitive
to semantic and syntactic factors could lend supporting
data from the normal population to an idea that has been
prominent in the aphasia literature: specialized neural sys-
tems subserve semantic and syntactic analyses (e.g.,
Jakobson, 1956; Zurif, 1980).

The evidence that the N40O is sensitive to semantic vari-
ables has come from two basic paradigms. The first con-
sists of substituting a semantically anomalous word into
an otherwise coherent sentence or text and observing an
increase in the amplitude of this potential relative to con-
gruent control words (for visual modality, see Kutas &
Hillyard, 1980a, 1980b, 1980c; for auditory modality, see
Holcomb, 1985; Karniski, Vanderploeg, Diehl, & Lease,
1988; McCallum, Farmer, & Pocock, 1984; Neville,
1985). The second consists of increasing the degree of
semantic context relevant to a congruous word and ob-
serving a decrease in N400 amplitude. This paradigm,
when applied to the final words of visually presented sen-
tences, yielded an inverse correlation between cloze prob-
ability and N400 amplitude of up to 94% (Kutas & Hill-
yard, 1984; Kutas, Lindamood, & Hillyard, 1984).

With regard to the relationship between the N400 and
syntactic constraints, only the first type of paradigm with
anomalous words has been used thus far. Kutas and Hill-
yard (1983) included morphosyntactic errors in simple
texts that also contained semantically anomalous words
in order to compare the ERPs with the two types of vio-
lations. The morphosyntactic errors were chosen so as
to disrupt the meaning of the text as little as possible. They
consisted of violations of (1) noun number (e.g., ‘“The
leopard uses its long tails to help it keep its balance.”’),
(2) verb tense (e.g., ‘‘This allows them to stayed under
water for a longer period.”’), and (3) verb number (e.g.,
““When cats is climbing or fighting they put out their
claws.”’). The noun-number and verb-tense violations
were comprised of open-class words, whereas the verb-
number violations were equally split between open- and
closed-class words. Each of the classes of morphosyn-
tactic violation resulted in some late negative ERP activity.
However, these negativities were smaller and more vari-
able across subjects than were the responses to semanti-
cally anomalous words. In addition, they tended to have
a more anterior distribution across the scalp.

Note, however, that the morphosyntactic violations con-
sisted primarily of errors in word-boundary morphemes;
in most cases, the root was the same as the correct word.
These syntactic violations were thus inherently weaker
than the semantic manipulation, which involved substitut-
ing a wholly different word for the original one (e.g.,
““The cougar can leap from great measles and bound

across the ground.’’). Overall, we consider the results of
this experiment inconclusive and believe that the issue of
the N400’s sensitivity to syntactic constraints remains
unresolved.

In the present experiment, we have applied the second
type of paradigm using variations in degree of context to
this issue. Rather than attempting to violate a syntactic
rule without disrupting the meaning of a sentence, we re-
tained the syntactic structure of sentences, while stripping
away much of their semantic coherence. ERP responses
to sentences with only a syntactic structure will be com-
pared with normal sentences (both semantic and syntac-
tic structures) and with random word strings. If the N400
is sensitive to syntactic constraints, its amplitude should
be reduced in the syntactic sentences relative to the
random-word-order, or random, sentences.

While the major contextual variable in the present ex-
periment is type of sentence, the effect of context can also
be examined within a given sentence type by comparing
words that occur early and late in the string. In previous
experiments using only normal sentences, we have ob-
served a decrement in N40O amplitude with ordinal word
position and interpreted this as a reflection of the buildup
of contextual constraints across the course of a sentence
(Kutas, Van Petten, & Besson, 1988; Van Petten & Kutas,
1990a). If this interpretation is correct, then we expect
no such amplitude decrement in the random condition.

For syntactic sentences, we have no strong prediction.
In pioneering work with materials similar to those used
here, Marslen-Wilson and Tyler (1980) observed a
decrease in word-monitoring reaction times across syn-
tactic sentences. These results suggested that syntactic
context is incremental across the course of a sentence,
with each new word adding a degree of constraint for sub-
sequent words. One would have to postulate that listeners
build a hierarchical phrase-structure representation on line
in order to accommodate such a finding.

More recently, Tyler and Warren (1987) have ques-
tioned this original interpretation. They evaluated the
benefits of both local and global syntactic structure and
the costs of disruptions at either level. Local syntactic con-
text was manipulated by placing targets for word monitor-
ing at the ends of well- or ill-formed phrases (i.e., an
article-adjective-noun sequence such as ‘‘a slow kitchen’’
versus an adjective-adverb-noun sequence such as ‘‘slow
very kitchen’’). The impact of global structure was evalu-
ated by placing such phrases either early or late in multi-
phrase sentences. The other phrases, however, could be
combined so as to create an acceptable or unacceptable
overall sentence structure. For example, both **The maid/
was carefully peeling/ the potatoes/ in the garden/ because
during the summer ...”" and ‘‘An orange dream/ was
loudly watching/ the house/ during smelly nights/ because
within these signs ..."" are syntactically acceptable sen-
tence fragments, although one is semantically coherent
while the other is anomalous. Reordering the original
phrases results in unacceptable global structures. These
manipulations indicated that word-monitoring times were



SEMANTIC VERSUS SYNTACTIC SENTENCE CONTEXTS 97

influenced by local phrase structure but not by global syn-
tactic structure. Other manipulations in the Tyler and
Warren study (1987), however, suggested that global pro-
sodic structure across an entire utterance could influence
the response time to individual words. These results thus
indicate that the word-position effect seen for syntactic
sentences in an earlier work (Marslen-Wilson & Tyler,
1980) was due to the presence of normal prosodic, rather
than syntactic, structure.

In the present experiment, we present all stimuli visu-
ally; phonological and prosodic structure will not be rele-
vant factors. Local constraints would yield an overall
difference between syntactically structured and unstruc-
tured word strings, but no incremental effects over the
course of a sentence. We may thus find that there will
be no word position effect within syntactic sentences, even
if the N40O is generally sensitive to syntactic constraint.

The present data set also allows comparisons of the ef-
fects of semantic and syntactic context on open- versus
closed-class words (i.e., content vs. function). It has been
argued that these two lexical classes are accessed differ-
ently and that the specialized access device for the closed
class is insensitive to meaning because it is in the service
of a sentence parser that is concerned solely with assign-
ing phrase structure (Bradley & Garrett, 1983; Bradley,
Garrett, & Zurif, 1980; Friederici & Schoenle, 1980; Gar-
rett, 1978; Marin, Saffran, & Schwartz, 1976). Differen-
tial sensitivities to the present experimental manipulations
would lend support to the idea that fundamentally differ-
ent processing mechanisms are engaged by the two lexi-
cal classes. In particular, if different cell populations are
responsible for the processing of open- and closed-class
words, we would expect to see different ERP components
or different distributions of components across the scalp
elicited by open- and closed-class words.

Kutas and Hillyard (1983) first reported that open- and
closed-class words in sentence contexts did indeed elicit
different ERPs. This has proved to be a very robust and
replicable finding (see Kutas & Van Petten, 1988; Kutas,
Van Petten, & Besson, 1988). However, the difference
between the lexical classes appears to involve variation
in more than one ERP component. For example, open-
class words elicit much larger N400Os than do closed-class
words. In addition, the closed-class words elicit a pro-
longed (200- to more than 700-msec poststimulus) nega-
tivity over the anterior part of the head. In the absence
of experimental dissociation, it is difficult to determine
whether or not this prolonged negativity should be consid-
ered a single process or one that is specific to closed-class
words. Neville has suggested that the earlier portion (peak-
ing around 300 msec poststimulus), by virtue of its lateral
asymmetry (left larger than right), is a distinct component
and that it is most pronounced for closed-class words
(Neville, in press; Neville, Kutas, Chesney, & Schmidt,
1986, Neville, Kutas, & Schmidt, 1982). The initial Kutas
and Hillyard (1983) report did not attempt to delineate
what portions of the open/closed difference could be at-
tributed to grammatical class, as opposed to differences

in length, frequency, or contextual constraint. Relatively
little attention has since been given to disentangling these
variables, with the exception of a study by Garnsey
{1985). She found that, for words presented in isolation
for lexical decision, there was a residual N40O difference
after open- and closed-class words had been equated for
length and frequency. In the present experiment, we did
not attempt to equate the two classes on these variables.
In this paper, however, we will compare the influences
of sentence structure on these two lexical classes.

The final goal of the present experiment was to repli-
cate the interaction of word position X frequency reported
in Van Petten and Kutas (1990a), wherein we found that
low-frequency words elicited larger N40Os than did high-
frequency words, but only when the low-frequency words
occurred near the beginning of a sentence. The measure-
ment of frequency effects in syntactic and random sen-
tences allow a more rigorous test of our hypothesis that
frequency effects are reduced by increasing semantic con-
text. Insofar as this is correct, the word-frequency effect
should remain the same throughout the syntactic and ran-
dom sentences.

METHOD

Subjects

Thirty-eight young adults (19 men, 19 women) ranging in age
from 18 to 30 years were paid for their participation. All were na-
tive English speakers with normal or corrected-to-normal vision.
Three subjects were left-handed, and the remaining 35 subjects were
right handed; 15 of the right-handed subjects had a left-handed rela-
tive in their immediate families. Data were collected from 2 addi-
tional subjects, but these were lost due to equipment malfunction.

Materials

Stimulus materials consisted of 100 exemplars each of normal
congruent sentences, syntactically well-structured but semantically
anomalous sentences, and random word strings with neither syn-
tactic nor semantic structure. The final words of the congruent sen-
tences had a mean cloze probability of 0.88; high- and low-frequency
final words did not differ on this off-line measure of predictabil-
ity. No explicit effort was made to include or exclude lexically as-
sociated words from the congruent sentences (a comparison between
associative and sentence-level context effects has been the topic of
an experiment conducted subsequent to the present one; see Van
Petten, 1989).

The syntactic sentences were constructed from a separate set of
normal sentences by replacing each open-class word by another of
the same form class.! Random sentences were constructed from these
syntactic sentences by again replacing the open-class words with
new ones and then reordering the closed-class words within each
sentence. Thus, the same closed-class items were present in the ran-
dom condition as in the syntactic condition, but they were arranged
in a nonmeaningful way.

Each sentence was terminated by a period. Examples of the three
sentence types are shown in Table 1. The mean number of words
in each of the three sentence types were: congruent = 9.0, syntac-
tic = 9.1, and random = 9.1; standard deviation was 2.3 words
for each.

A target word was selected to follow each sentence. For each
sentence type, half of the targets were words that had occurred in
the sentence (old) and half were not (new). Both the old and the
new targets were evenly divided between open- and closed-class
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Table 1
Examples of the Three Types of Sentence Stimuli

Congruent Sentences

The tenants were evicted when they did not pay the last two
months rent.

It is supposed to bring seven years bad luck to break a mirror.

Most new drugs are tested on white lab rats.

He was so wrapped up in the past that he never thought about
the present.

Everything she owned was in a brown paper bag.

Syntactic Sentences

He ran the half white car even though he couldn’t name the raise.
The necklace pulled the certain cat and borrowed the spoon.

He went out of right food and had to go to the black bed.

In the wet levels fathers were smoking by congress.

They married their uranium in store and cigarettes.

Random Sentences

To prided the bury she room she of peanut the had china.
Into thumb cable male the effort his into group rowboat.
She which had jazz anchor a she to straight couldn’t gun.
Was reason and ash the angry with technician.

Every opened the gripped they stepping kind steel pine.

words. Thus, there were 12 target types (3 sentence types X 2 lex-
ical classes X old/new). Words selected to be old targets were dis-
tributed across the full range of sentence positions; this was equated
for each of the old-target types.

ERPs elicited by open- and closed-class words in each of the three
sentence types were averaged according to ordinal sentence posi-
tion irrespective of word frequency, excluding the final words. Five
categories of sentence position were used for closed-class words:
Words 1 and 2, Words 3 and 4, Words 5 and 6, Words 7 and 8§,
and Words 9 and 10. A similar scheme was used for open-class
words but, because very few sentences began with open-class words,
the first category consisted only of second words rather than a sum
of first and second words.?

Open-class words also were averaged according to a combina-
tion of frequency and sentence position. Word frequency was de-
fined as the sum of all regularly inflected forms and categorized
as above or below 30 occurrences per million (Francis & Kucera,
1982). Only three categories of intermediate sentence position were
used: the first open-class word of each sentence (usually occurring
in the second or third sentence position), Words 3 and 4 (assuming
another open-class word preceded them in the sentence), and Words

5 and up, not including the final word. Sentence-final words were
analyzed separately. The reduced number of word-position cate-
gories was necessary in order to have enough low-frequency words
to form a reliable ERP average, while still retaining some infor-
mation about the fate of the word-frequency effect across the course
of a sentence. Table 2 shows mean frequencies, lengths, and num-
bers of words in each of the word position/frequency categories.

Procedure

The 300 stimulus sentences were randomly intermixed and
presented in sets of 20. The subject was seated in a comfortable
chair in a sound-attentuated chamber facing a CRT controlled by
an Apple II microcomputer. The CRT screen was approximately
100 cm away; at this distance, each letter in a word subtended 0.36°
of visual angle horizontally. Sentences were presented one word
at a time in the center of the screen (black on white) for a duration
of 200 msec. The interword stimulus-onset asynchrony was
600 msec. The target word assigned to each sentence followed
1.5 sec after the onset of the final word. The subject was instructed
to indicate whether or not the target word had been present in the
sentence by pressing one of two buttons held in either hand. Reac-
tion time and accuracy were recorded. Across subjects, the assign-
ment of the left or right hand to represent old or new was counter-
balanced. The interval between the presentation of a target and the
beginning of the next sentence was 4.5 sec. Each subject was given
a practice set of 20 trials before the first set and allowed rest periods
between sets of sentences as desired.

Procedures for recording and averaging the electroencephalogram
were the same as those for Experiment 1 of Van Petten and Kutas
(1990a).

Data Analysis

The N40O component of the ERP was quantified as the mean volt-
age in a latency range of 300- to 500-msec poststimulus relative
to a 100-msec prestimulus baseline. Amplitude measures of other
ERP components are detailed in the Results section.

All of the statistical measures to be reported consisted of repeated
measures analyses of variance (ANOV As) with the amplitude or
latency measures from each recording site of each subject. ERP
effects typically vary in amplitude from one recording site to another;
consequently, most of the main effects of condition we report were
accompanied by interactions between condition and recording site,
as well as main effects of recording site. We have adopted a policy
of not reporting this mass of statistics unless the interaction quali-
fies or elucidates the effects of experimental condition, as in the
case of an interaction between site and condition in the absence of

Table 2
Summary Statistics of Sentence Position X Frequency Categories

Unpreceded Words Words 3 and 4 Words 5-10 Final Words
High Low High Low High Low High Low
Frequency = Frequency  Frequency  Frequency  Frequency  Frequency  Frequency  Frequency
Congruent
No. of words 76 24 54 19 138 29 77 23
Frequency 391455 1342 376161 13+2 370+31 1312 262143 1612
Length 53+.2 6.5+.3 5.0x.2 6.11+.2 5.0+.1 6.7+4 47+.2 53+.3
Syntactic
No. of words 81 19 53 24 144 27 76 24
Frequency 370+47 8+2 329451 1442 423437 1242 219420 1241
Length 53+.2 6.2+.5 52+.2 58+.3 50¢%.1 52+.3 53+.2 5243
Random
No. of words 81 19 53 24 144 27 76 24
Frequency 341443 842 358156 1442 437437 14+2 230422 1242
Length 55+.2 55t.4 53+.2 5.8+.3 5.1+.1 55¢.3 54+.2 5.6+.4

Note—Frequencies and lengths are shown as means plus or minus standard errors.
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a main effect for condition. In the cases in which condition X elec-
trode interactions are of interest, we have applied the Huynh-Feldt
correction for violations of sphericity (see Vasey & Thayer, 1987).
In these cases, we report the original degrees of freedom, the epsi-
lon correction factor, and the corrected probability level.

RESULTS

Behavioral Performance

Reaction times and error rates for the various target
types are shown in Table 3. Overall reaction times for
correct responses averaged about 1 sec. The subjects
responded to old targets somewhat more quickly
(36 msec) but also less accurately (3.8%) than they did
to new targets. There was a large difference between open-
and closed-class targets; open-class words had an overall
advantage in reaction time of 110 msec [main effect of
lexical class, F(1,37) = 42.1,p < .0001]. A three-way
interaction between sentence type, lexical class, and
old/new [F(2,74) = 7.96, ¢ = 0.98, p < .001} proved
to be due to the fact that the influence of sentence type
was limited to the new closed-class category, with target
responses following congruent sentences being faster than
those following syntactic sentences [F(1,37) = 24.2,
p < .001], which in turn were faster than those follow-
ing random sentences [F(1,37) = 15.6, p < .001].

Examination of the error rates suggests that the sub-
Jects were more likely to make false negative responses
(indicating not in the sentence for old words) for closed-
class words than for open class. Thus, we used a measure
of ability to discriminate old from new targets, d', and
a measure of response bias, 3 (see Table 3). In this anal-
ysis, correct responses to old words were considered hits,
and incorrect responses to new words were considered
false alarms. The mean g for open-class targets was 1.5
(vs. 3.1 for closed-class targets), indicating that the sub-
jects were indeed more likely to respond not in the sen-
tence to closed-class targets [F(1,37) = 35.8, p < .0001].
There was no significant effect of sentence type on response
bias [F(1,37) = 1.0], and no significant interaction be-
tween sentence type and lexical class [F(2,74) = 0.2].

A repeated measures ANOVA of the d’ scores revealed
significant effects of sentence type [F(1,37) = 214.0,p <

.0001}, lexical class [F(1,37) = 29.6, p < .0001], and
an interaction [F(2,74) = 8.32, p < .0005). The main
effect of sentence type was due to reduced accuracy in
the random condition; there was no performance differ-
ence between targets following congruent and syntactic
sentences [F(1,37) = 0.05). Similarly, the interaction be-
tween sentence type and lexical class reflected the lack
of a d’ difference between open- and closed-class words
in the random condition [F(1,37) = 0.004]. This stands
in contrast to the other two sentence types wherein accuracy
was greater for open-class targets than for closed-class
targets [main effect for lexical class in congruent vs. syn-
tactic, F(1,37) = 39.9, p < .0001; interaction between
sentence type and lexical class, F(1,37) = 0.76, n.s.].

The behavioral data thus indicate that syntactic organi-
zation enhanced the memorability of words, but seman-
tic structure provided no additional advantage. This result
may seem to be at odds with results from experiments
using similar stimulus materials, in which semantic struc-
ture typically leads to better memory performance than
does syntactic structure alone. However, we tested recog-
nition for only a single word per sentence, whereas early
work on the influences of semantic and syntactic struc-
ture assessed the ability to repeat or recognize all stimu-
lus words (e.g., Miller & Isard, 1963; Wang, 1970). For
individual words, Miller and Isard (1963) noted an incre-
ment of only 1.7% accuracy due to the addition of seman-
tic structure. This difference was amplified by the demand
to produce each successive word in the string correctly;
when judged by performance on the entire string, the
difference between their congruent and syntactic condi-
tions grew t0 9.3%. A more demanding task such as this
might have resulted in differential performance on the con-
gruent and syntactic sentences of the present experiment.

The reduced accuracy for the closed-class words rela-
tive to that for the open-class words was a predictable
result, given that function words have proved less salient
or accessible in other tasks (Drewnowski & Healy, 1977;
Haber & Schindler, 1981). Of greater interest is the ob-
servation that this difference obtained only in sentences
possessing a syntactic structure. On the basis of a similar
pattern of results in an on-line letter-detection task, Rosen-
berg and colleagues (Rosenberg, Zurif, Brownell, Garrett,

Table 3
Behavioral Performance
Old Words New Words
RT % Errors RT % Errors d 8
Congruent
Open class 907431 2.6 953435 1.2 4.2+.1 1.9+.3
Closed class 1,031 £35 6.2 1,006+33 24 3.7+.1 32+5
Syntactic
Open class 917430 1.8 955436 1.7 4.2+.1 1442
Closed class 1,021+50 6.7 1,066+ 34 24 3.64.1 3.0+ 4
Random
Open class 923428 11.2 973+33 9.1 2.6+.1 1.3+ .4
Closed class 1,025+39 18.4 1,140 +44 7.0 2.6+.1 3.0+.5

Note—Reaction times and standard errors are given in milliseconds.
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& Bradley, 1985) concluded that ‘‘the fact that the nor-
mal open-class-closed-class difference is significant in the
prose condition but not in the scrambled condition sug-
gests that the invisibility of closed-class items is in some
way dependent upon sentence parsing and interpretation’’
(p. 299).

It is not entirely clear how strong Rosenberg et al.
(1985) believe the dependency to be; their statement seems
to imply that sentence parsing enforces *‘invisibility”” upon
the closed-class items, with the further implication that
closed-class words should be more accessible or visible
outside a syntactically structured context. Because Rosen-
berg et al. (1985) present only the open/closed differ-
ences, rather than the mean performance values for the
two vocabulary types in their two prose conditions, the
implication cannot be evaluated. In the present data,
closed-class performance was better in the congruent and
syntactic conditions than in the random condition, although
open-class items benefited even more from the presence
of syntactic structure. The most defensible conclusions
we can draw from the present data are that (1) the differ-
ent word types are equally difficult to recognize without
the aid of a syntactic structure, (2) the memorability of
both vocabulary types is aided by such structure, and
(3) content words are more memorable than are function
words when a word string is sentence-like.

ERPs: Global Effects of Sentence Type

The differentiation between the random word strings
and the two structured sentence types in the postsentence
recognition memory task was mirrored in the overall brain
activity generated as the subjects read these different sen-
tence types. Before examining the brain responses elicited
by various word types, we averaged the responses to the

three sentence types on a long time scale that included
ERPs to the first seven words of each sentence.? Aver-
ages of this type are of limited utility because they com-
bine responses to individual words based solely on ordi-
nal sentence position, irrespective of lexical class or
frequency. These averages were, however, instructive in
the present case. Beginning around the fourth word, the
random sentences were differentiated from the other two
sentence types by a low-frequency, prolonged positive
shift (visible in Figure 1A).

Event-related brain responses are not typically recorded
on such a long time scale, and there is relatively little in-
formation relating such low-frequency responses to cog-
nitive processes. Insofar as we have previously examined
slow potentials across the course of normal sentences,
these have been absent or negative-going (Kutas, Van
Petten, & Besson, 1988). Within the sparse human liter-
ature on low-frequency potentials, the amplitude of a slow
negative shift (over tens of seconds) in a visual tracking
task has been correlated with the difficulty of the task
and the accuracy of performance (McCallum, Cooper, &
Pocock, 1988). In the animal literature, studies of the
sleep-wake cycle and the effects of stimulant and depres-
sant drugs have related sustained negative shifts of sur-
face cortical potential to states of increasing arousal or
activation and slow positive shifts to states of decreased
arousal (see McCallum, 1988, for a review).

Extending this general correlation to the present obser-
vations would suggest that the subjects were less actively
engaged in reading the random word strings than they
were in reading the well-structured sentences. Random
or scrambled word strings have often been used as a base-
line condition to assess the influence of sentence context
on word recognition (Forster, 1981; Foss, 1982; Marslen-

—— Congruent

---- Syntactic

Figure 1. A. Grand average ERPs at C3 for the first seven words of each sentence type, un-
filtered. B. The same data after applying a digital highpass filter to the EEG.
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Wilson & Tyler, 1980; O’Seaghdha, 1989; Sharkey &
Sharkey, 1989; Simpson, Peterson, Casteel, & Burgess,
1989), although some of these investigators have ac-
knowledged skepticism as to the appropriateness of this
baseline. The present results provide direct observational
evidence that assigning the same task to random and struc-
tured word strings may not induce subjects to treat them
with the same degree of interest.

The primary focus of the present experiment was in the
interactions between lexical variables and sentence type;
the slow positive potential proved to be an obstacle to the
data analyses as planned. The differential prestimulus
baseline for individual words makes it impossible either
to compare the ERPs elicited by words occurring early
and late in a random sentence or to compare those elicited
by words occurring in a random sentence and words in
the same position of the other sentence types. We there-
fore separated this global effect of sentence type from the
more specific activity elicited by single words. The
differential frequency spectrum of the two types of ac-

Open
Class

Parietal

Congruent
Syntactic
Random

tivity allowed us to accomplish this by digitally filtering
the raw EEG to remove activity below 1 Hz before aver-
aging the responses into ERPs.* The success of this en-
deavor can be evaluated in Figure 1B, which shows the
ERPs to the first seven words of each sentence type after
filtering. The analyses reported below are based on the
filtered data, except as noted.

We will turn now to the ERPs elicited by single words.
The data from open-class words are presented first, fol-
lowed by the responses to closed-class words and a com-
parison of the pattern of results for the two.

Open-Class Words: Effects of Sentence Type
and Word Position

The most basic question posed in this experiment was
whether or not imposing some syntactic structure on a
word string would influence the processing of individual
words in a manner similar to semantic context, although
perhaps to a lesser degree. Figure 2 shows that for open-
class words, the ERPs elicited by words in syntactic

Closed
Class

Figure 2. Grand average ERPs elicited by sentence-intermediate words. Midline

electrode locations Fz, Cz, and Pz.
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strings were very similar to those in random strings. The
ERPs elicited by congruent words differed from both, sug-
gesting that only semantic context was effective.

A secondary means of addressing the same question is
to evaluate the influence of word position. For the rela-
tively short, textually independent sentences used in this
study, there is a rough equivalence between the position
of a word within its sentence and the amount of context
potentially applicable to its identification. For all sentence
types, the first word must be processed without the benefit
of preceding context. For subsequent words, the amount
of context that readers actually use may include the en-
tire sentence fragment up to that point or may be restricted
to the immediately preceding word or two. A significant
linear effect of word position would support the former
conclusion, whereas the absence of a linear trend would
suggest a local context effect or none at all. The influences
of word position and sentence type on N40O amplitude
for intermediate words are shown in Figure 3. Sentence-
final words will be considered separately since these elicit
characteristic ERPs that differ from those to intermedi-
ate words.

In the initial statistical analyses, the different sentence
types were contrasted by ANOVAs with trend analyses
taking sentence type, word position (five levels), and elec-
trode location (10 sites) as factors. Since the particular
statistical program we used evaluates additional trend
components up to one less than the number of levels of
the variable under consideration (BMDP 2V; Dixon,
1985), the results include the effect of the second (qua-
dratic), third (cubic), and fourth power (quartic) of word
position on the amplitude of the N400. Although we
predicted a linear effect of word position for congruent

N400 amplitude
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Figure 3. The mean voitage level between 300- and 500-msec post-
stimulus (the N400 latency band) is plotted against word position.
The ERP measure is collapsed across all of the scalp recording sites.
The data here are for intermediate open-class words in the three
sentence conditions.

sentences, we have no reason to believe that the higher
order trends are meaningful.

Comparing syntactic and random sentences yielded
neither a significant main effect of sentence type [F(1,37)
= (.14] nor an interaction between sentence type and
linear position trend [F(1,37) = 3.47, p = .07]. In con-
trast, comparing congruent sentences to either the syn-
tactic or the random sentences yielded main effects of sen-
tence type [F(1,37) = 33.3, p < .0001, for congruent
vs. syntactic; F(1,37) = 27.6, p < .0001, for congruent
vs. random]}, as well as interactions between sentence type
and the linear trend for position [F(1,37) = 18.0, p <
.0001, for congruent vs. syntactic; F(1,37) = 28.0,p <
.0001, for congruent vs. random].

Additional analyses were performed on each sentence
type individually. The linear trend of N40O amplitude
across sentence position was significant for congruent sen-
tences [F(1,37) = 27.3, p < .0001], but not for syntac-
tic ones [F(1,37) = 1.76, n.s.]. None of the other or-
thogonal trend components were significant in either case.
For random sentences, the linear component was signifi-
cant [F(1,37) = 11.5, p < .002], as were the quadratic
[F(1,37) = 4.47, p < .05], cubic [F(1,37) = 6.60,
p < .02}, and quartic {F(1,37) = 6.47, p < .02]. The
data in Figure 3 suggest that this complicated pattern of
results for the random sentences may be due to a single
data point, namely the amplitude of the N40O for Word 2.
In fact, an ANOVA excluding Word 2 (four levels of sen-
tence position) yielded no significant trend components
for N40O amplitude across the random sentences [for
linear, F(1,37) = 0.01; for quadratic, F(1,37) = 1.53;
for cubic, F(1,37) = 1.41]. By comparison, excluding
Word 2 from the congruent-sentence data did not eliminate
the significant linear trend due to sentence position
[F(1,37) = 16.9, p < .0002].

There was thus no evidence that the constraints avail-
able in the syntactic sentences were capable of reducing
N400 amplitude for open-class words, whereas semantic
context produced a linear decrement in amplitude across
the course of a sentence. The cumulative nature of this
effect indicates that the semantic context utilized during
the processing of each open-class word was incremental,
comprising as much of the sentence fragment as had been
seen up to that point.

Open-Class Words: Effects of Word Frequency
The ERPs elicited by high- and low-frequency words
in different sentence positions are shown in Figure 4. The
larger N40O for low-frequency words persisted through-
out the syntactic and random sentences but was not present
for the latter part of congruent sentences. The critical
statistical test to evaluate this impression was to deter-
mine whether or not there was an interaction between
word frequency and the linear trend in N40O amplitude
due to sentence position (i.e., to evaluate whether or not
the slope of the word-position effect was steeper for low-
frequency words than it was for high-frequency words).
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Figure 4. Grand average ERPs elicited at the central midline site (Cz) for high-
and low-frequency open-class words broken down by sentence type and word posi-
tion. First Word refers to the first open-class word of a sentence.

For congruent sentences, this interaction was significant
[F(1,37) = 6.90, p < .02}, whereas for syntactic and
random sentences, it was not [F(1,37) = 0.09, and
F(1,37) = 0.13]. There was no evidence of a difference
between syntactic and random sentences with regard to
frequency effects [F(1,37) = 29.1, p < .0001, for the
main effect of frequency; F(1,37) = 3.78, n.s., for the
interaction between sentence type and frequency].

The syntactic contexts were not effective in suppress-
ing the word-frequency effect, whereas semantic con-
straints were. This finding is a refinement of our previ-
ous report that some aspect of normal sentence structure
can eliminate the word-frequency effect (Van Petten &
Kutas, 1990a).

Final Words

In Figure 5, it can be seen that the final words of con-
gruent sentences differ from both intermediate words and
the final words of the other sentence types in eliciting no
N400 activity.’ The congruent final words differed sig-
nificantly from both of the other sentence types in the

N400 latency range [congruent vs. syntactic, £(1,37)
1499, p < .0001; congruent vs. random, F(1,37)
123.0, p < .0001], but there was no difference between
syntactic and random words [F(1,37) = 2.61; interaction
with electrode site, F(12,444) = 2.72, ¢ = .19, n.s.].¢
Figure 5 shows that the N40O to both syntactic and ran-
dom final words was slightly larger at right hemisphere
sites than at left hemisphere sites, but this effect did not
reach significance [F(1,37) = 2.75].

Figures 4 and 5 show that the ERPs to the final words
of all three sentence types differ from intermediate words
in the occurrence of a broad positive wave of maximal
amplitude at parietal sites. For congruent final words, this
positivity dominates the recording epoch; for syntactic and
random words, it is visible following the N40O. A simi-
lar late positivity has been characteristic of ERP responses
to final words in previous experiments (Friedman, Simson,
Ritter, & Rapin, 1975; Kutas & Hillyard, 1980a, 1980c,
1982). Of interest here is that, unlike any aspect of the
ERPs to intermediate open-class words, the positive wave
differentiated between the final open-class words of the
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Figure 5. Grand average ERPs elicited by the final words of the three sen-
tence types. Shown are lateral electrode sites F3, F4, C3, C4, P3, P4, TS, T6,
01, and O2. This data was not subjected to the highpass digital filter.

syntactic and random sentences. Quantified as the mean
voltage between 500- and 900-msec poststimulus onset,
the late positivity was smaller for random words than for
either syntactic sentences [F(1,37) = 48.0, p < .0001] or
congruent sentences [F(1,37) = 32.9, p < .0001]. In con-
trast, there was no main effect of sentence type in the com-
parison of syntactic and congruent conditions [F(1,37) =
0.01], but a significant interaction between sentence type
and recording site indicated that these positivities had a
different distribution across the scalp [F(12,444) = 15.1,
e = .23, p < .0001].

Further analyses of the scalp distributions of the late
positivity were conducted via ANOV As, taking data from
the lateral recording sites only, so that the dimensions of
laterality (left or right) and anterior to posterior (frontal,
central, parietal, occipital, and temporal) could be in-
cluded as factors. These showed that, while the late posi-
tivity was reliably larger over the right than the left
hemisphere for congruent final words, it was only mar-

ginally asymmetric for the syntactic sentences [main ef-
fect of laterality for congruent words, F(1,37) = 26.3,
p < .0001; for syntactic words, F(1,37) = 3.59,p =
.07]. In previous work, the late positivity following con-
gruous sentence completions has not shown a consistent
lateral asymmetry, being sometimes larger over the right,
the left, or equipotential between the two hemispheres
(Friedman et al., 1975; Kutas & Hillyard, 1980a, 1980c,
1982; Kutas, Hillyard, & Gazzaniga, 1988).” The import
of the differential asymmetry observed here for the differ-
ent sentence types is not yet subject to interpretation, but
deserves further research.

In the anterior-posterior dimension, the late positivity
was of maximum amplitude at parietal scalp sites, inter-
mediate at central and occipital sites, and smallest at fron-
tal and temporal sites.® This pattern suggests that it should
probably be considered a member of the P300 family of
responses, which have been linked to a variety of cogni-
tive processes in both language and nonlanguage para-
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digms (see Donchin & Coles, 1988; Johnson, 1988;
Verleger, 1988). Friedman et al. (1975) first observed
that sentence-final words elicited P300-type potentials,
even when the sentences were familiar to the subjects be-
fore the experiment and repeated many times during the
experiment, thereby carrying no new information. Fried-
man et al. characterized the late positivity as reflective
of a *‘syntactic closure’’ operation and the realization that
the sentence was over.

The reduced amplitude of the late positivity for the fi-
nal words of the random strings used in the present ex-
periment is consistent with this broad description. These
words did not complete a structural or semantic unit.
Furthermore, the random ‘‘sentences’’ were of variable
length and, from a subject’s point of view, were arbitrarily
and unpredictably truncated at different points; if a sub-
ject missed the period accompanying the last word, he/she
may not have immediately realized that the sentence was
indeed over. The dissociation between the positive wave
and the information content of the eliciting word demon-
strated by Friedman et al. (1975) suggests that this differ-
ence between random and syntactic final words does not
reflect any specific aspect of the word recognition process.

Closed-Class Words: Effects of Sentence Type

Figure 2 depicts two effects of sentence type on closed-
class words. In the N400 latency range (300- to 500-msec
poststimulus), the congruent sentences elicited less nega-
tivity than did the syntactic, which in turn elicited less
than the random [main effects of sentence type, congruent
vs. syntactic, F(1,37) = 5.20, p < .05; syntactic vs. ran-
dom, F(1,37) = 5.53, p < .0S; congruent vs. random,
F(1,37) = 25.6, p < .0001]. However, this negativity
was not influenced by the ordinal position of a word within
its sentence: Neither the main effect of word position nor
the linear trend associated with word position were sig-
nificant in congruent sentences [F(4,148) = 1.02 and
F(1,37) = 0.13].

Subsequent to the N400, a different effect of sentence
type can be seen in Figure 2. In the congruent sentences,
closed-class words elicited a broad ramp-shaped negativity
most prominent at the frontal electrodes. Previously, we
have observed a similar late frontal negativity in associa-
tion with closed-class words embedded in congruent sen-
tences (Kutas & Hillyard, 1983; Kutas, Van Petten, &
Besson, 1988). In the current case, this potential was much
smaller or absent in the syntactic and random sentences
[main effect of sentence type for the inclusive ANOVA,
F(2,74) = 11.3, ¢ = 1.00, p < .0001], which did not
differ from each other [F(1,37) = 2.52, n.s.]. The late
negativity was bilaterally symmetric [sentence X lateral-
ity interaction, F(2,74) = 1.79], and largest frontally [sen-
tence X anterior-posterior, F(8,296) = 3.39, ¢ = .40,
p < .02].

In contrast to the N400, the late frontal negativity was
sensitive to word position. Figure 6 shows that this nega-
tivity increased across the course of congruent sentences,
but was unaffected by word position in either the syntactic
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Figure 6. The mean voltage between 500- and 700-msec post-
stimulus is plotted against word position. The measure is collapsed
across frontal and central recording sites Fz, F3, F4, C3, Cz, and
C4. The data here are for initial and intermediate closed-class words
in the three sentence types.

or random sentences [linear trend, congruent, F(1,37) =
19.5, p < .0001; syntactic, F(1,37) = 1.93, n.s.; ran-
dom, F(1,37) = 1.21, n.s.]. The word-position effect for
congruent sentences was most pronounced frontally, where
the potential was largest [interaction of linear trend for
word position X linear trend for the anterior-posterior
dimension, F(1,37) = 11.8, p < .002].

The condition specificity of the late frontal negativity
indicates that it is not tied to any inherent difference be-
tween the lexical classes, but depends on sentence process-
ing. The morphology and scalp distribution of this poten-
tial are similar to the ERP component referred to as the
contingent negative variation (CNV). The prototypical
CNV paradigm is a paired-stimulus situation wherein an
imperative stimulus follows a warning stimulus by a fixed
interval; a negative potential, the CNV, develops during
the interstimulus interval. The CNV has been shown to
increase in amplitude with increases in motivation and task
complexity (Irwin, Knott, McAdam, & Rebert, 1966;
McAdam, Irwin, Rebert, & Knott, 1966; McCallum &
Papakostopoulos, 1973). The earliest formulations of the
cognitive events underlying the CNV characterized these
as anticipation or preparation for incoming information
(Hillyard, 1973; Walter, Cooper, Aldridge, McCallum,
& Winter, 1964). Physiological data have supported the
idea that such negative shifts reflect cortical activation (see
McCallum, 1988; Pirch, Corbus, Rigdon, & Lyness,
1986).°

Such ideas seem easily applicable to the present para-
digm. Sentence words were presented at a fixed rate, al-
lowing the subjects to anticipate the timing of the next
word with reasonable precision. Furthermore, this rate
was the same for all words, whereas in more natural read-
ing situations, people often fail to fixate some percent-
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age of function words (Carpenter & Just, 1983; O’Regan,
1979). The fixed time between words in the present par-
adigm may have then resulted in a ‘‘waiting interval’’ that
was longer following closed than open-class words. How-
ever, this cannot be the whole story. Since the late frontal
negativity was unique to closed-class words in meaningful
sentences and grew larger as these sentences progressed,
it was clearly related to the functional role of these words
in their context. This role is to indicate the proper rela-
tions among the content words of the sentence. Given that
closed-class words occur primarily at the beginnings of
phrases, the mental event underlying the frontal negativity
might be characterized as not just ‘‘waiting for the next
word’’ but perhaps as ‘‘waiting for the head of the phrase.”’
The fact that this CNV-like potential was restricted to the
congruent sentences is consistent with the view that the
subjects were more actively engaged in processing these
than either variety of nonsensical word strings.

The Impact of Context on Open- and
Closed-Class Words

The analyses presented thus far have considered open-
and closed-class words separately. These have indicated
that the open-class words were influenced by semantic
context alone (i.e., the difference between the syntactic
and random conditions was not significant), whereas
closed-class words were influenced by both semantic and
syntactic context (i.e., there was a three-way difference
among the conditions). In this section, we compare the
amplitude and scalp distribution of the context effects for
the two lexical classes directly.

The effect of an experimental manipulation is most easily
visualized in a difference wave: Figure 7 depicts the
difference between no contextual support for individual
words (i.e., random sentences) and normal contextual sup-
port (i.e., congruent sentences). For open-class words,
the context effect takes the form of a monophasic nega-
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Figure 7. Difference waves for intermediate open- and closed-class words. Both
waveforms are the result of subtracting the ERP elicited by words in congruent sen-
tences from that elicited by words in random sentences. Note the direction of the
subtraction operation; negativity in the difference wave was due to the fact that
the ERP in the random condition was more negative than was the ERP in the con-
gruent condition, whereas positivity in the difference wave was due to the fact that
the congruent ERP was more negative than was the random ERP.
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tivity extending from about 200- to S00-msec poststimulus,
which we consider an N400 effect. For closed-class
words, the difference wave consists of an N400 followed
by a positivity that is largest over the anterior scalp. The
late positivity in the closed-class difference wave is the
inverse of the late frontal negativity observed in the origi-
nal ERP to closed-class words in congruent sentences,
described above. Here, we will concern ourselves with
the similarities and differences of the N40O elicited by
open- and closed-class words and the N40O’s responsive-
ness to semantic and syntactic context.

In all three sentence types, closed-class words elicited
smaller N400s than did open-class words [congruent,
F(1,37) = 13.3, p < .001; syntactic, F(1,37) = 41.9,
p < .0001; random, F(1,37) = 28.3, p < .0001]. How-
ever, in the comparison of the difference waves shown
in Figure 7, there was no significant difference between
the impact of context on open- and closed-class words in
the N400.

Additional difference waves were formed and analyzed
in order to isolate the specific effects of semantic and syn-
tactic context for both lexical classes. Semantic context
effects were defined as the difference between the ERPs
in congruent and syntactic sentences, whereas syntactic
context effects were defined as the difference between syn-
tactic and random sentences. These semantic and syntac-
tic difference waves were calculated separately for open-
and closed-class intermediate words.

The mean amplitudes of each difference wave between
300- and 500-msec poststimulus were analyzed via an
ANOVA with type of context (semantic vs. syntactic),
lexical class {open or closed), and electrode site (13 levels)
as factors. This omnibus ANOVA yielded a significant
main effect for type of context [F(1,37) = 6.00,p < .02]
and an interaction between type of context and lexical class
[F(1,37) = 5.78, p < .05]. The main effect of lexical
class was not significant [F(1,37) = 2.14]. The main ef-
fect of type of context and the interaction reflect the fact
that semantic context affected the responses to both open-
and closed-class words, whereas syntactic context in-
fluenced only the responses to closed-class words. The
pairwise comparisons between nonzero effects are of
greater interest. Semantic context had a larger impact on
open-class words than on closed-class words [F(1,37) =
7.81, p < .01]. Closed-class words were equally influ-
enced by semantic and syntactic context [F(1,37) = 0.01].

The distributions of these different context effects across
the scalp are also of interest; some of the ANOVAs
reported above included significant interactions with elec-
trode site. However, such interactions are not considered
to be valid indicators of differences in scalp distribution
when there are overall amplitude differences between ef-
fects, due to the additive nature of the ANOVA (McCarthy
& Wood, 1985).1° Therefore, before examining the spa-
tial distribution of the effects, the data were normalized
so that each difference wave had the same overall mean
amplitude across recording sites. These ANOVAs in-
cluded the normalized amplitudes from the lateral record-

ing sites with factors of laterality (right and left) and an-
terior to posterior (frontal, central, parietal, occipital, and
temporal).

These analyses showed that the semantic context effect
was larger over the right hemisphere for open-class words,
but larger over the left for closed-class words [interaction
of class X laterality, £(1,37) = 18.1, p < .0001].
Although this differential asymmetry was significant, it
was extremely small, consisting of a 6% difference be-
tween the hemispheres for open-class words and a 3%
difference for closed-class words. Elsewhere, we have
noted that the typical right-greater-than-left asymmetry
of the N40O is reduced by a family history of left-
handedness (Kutas & Hillyard, 1982; Kutas, Van Petten,
& Besson, 1988). Performing the above analysis with data
from only the subjects who were right-handed and reported
no left-handed relatives resulted in somewhat larger
asymmetries—for the open class, 9% (right greater), and
for the closed class, 3.5% (left greater) [F(1,19) = 12.3,
p < .005]. The class X anterior-posterior interaction was
not significant for either the entire group or the subgroup
of subjects.

The scalp distribution comparison between semantic and
syntactic effects on closed-class words yielded no signifi-
cant interactions with electrode site [type of context X
laterality, F(1,37) = 0.58; type of context X anterior-
posterior, F(4,148) = 2.71, ¢ = .53].

DISCUSSION

A number of previous studies have been devoted to
describing the influence of sentence context on the brain
activity elicited by individual words (for reviews, see
Fischler & Raney, in press; Kutas & Van Petten, 1988).
The present experiment was designed to extend past work
by evaluating the separate contributions of semantic and
syntactic context and by analyzing the ERPs to closed-
class words in more detail. The remainder of the discus-
sion will take up the two major concerns of the experi-
ment: the processing advantages that accrue to words
occurring within semantic and syntactic structures and
comparisons between open- and closed-class words.

We have evaluated processing differences between nor-
mal, syntactically structured, and random word strings
via a number of measures in the present experiment. These
included a short-term memory task and four measures of
brain activity provided by the ERP: (1) the low-frequency
positive shift seen during random strings, (2) the late
parietal positive wave elicited by sentence-final words,
(3) the N400 elicited by individual words, and (4) the late
frontal negativity observed in association with closed-class
words. Every measure differentiated the meaningful con-
gruent sentences from the random strings.

Several differences between the syntactic and random
conditions also were observed, but we have already sug-
gested that some of these do not reflect specifically syn-
tactic operations. Considering both the human and the
animal literature on slow potentials, we believe that the
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slow positive shift during the random sentences reflected
a general decrease in arousal/attention while these unstruc-
tured strings were being read. Filtering the low-frequency
potential from the EEG did not remove the underlying
cognitive events or consequences of the slow shift. The
poor recognition performance for targets following ran-
dom word strings may have been one such consequence.
The third distinction between the data from the syntactic
and random conditions was in the larger amplitude of a
P300-like potential elicited by the final words of syntac-
tically structured strings. Given work on the P300 out-
side of psycholinguistic paradigms, we found it most par-
simonious to interpret this difference as reflective of a
general cognitive operation, one closely tied to a subject’s
degree of certainty as to when an experimental ‘‘sentence’”
is finished.

In contrast to the P300, the N400 component of the ERP
has been more closely tied to factors thought to play a
role in word recognition. The absence of any N40O differ-
ence between open-class words in syntactic and random
sentences was thus somewhat surprising to us and lends
itself to two different interpretations: (1) the N40O mea-
sure, while a useful index of semantic constraints on the
processing of individual words, is insensitive to syntac-
tic constraints, or (2) the sort of information that struc-
tured but meaningless sentence fragments offer is not, in
fact, strong enough to facilitate the processing of subse-
quent open-class words. Before concluding that the N400
was insensitive to the benefits that a syntactic structure
can offer for the recognition of individual words, we
review the reaction-time evidence concerning the nature
and size of the processing benefits that might be expected
from syntactic priming in the visual modality.

Goodman, McClelland, and Gibbs (1981) obtained faster
lexical decision times for nouns preceded by possessive
pronouns and verbs preceded by nominative pronouns than
when the cases of the preceding pronouns were inappropri-
ate. However, this effect was small (19 msec) and disap-
peared when the same word pairs were intermixed with
semantically related pairs. Using similar stimuli, Seiden-
berg, Waters, Sanders, and Langer (1984) found that, even
in the absence of semantically related pairs, a syntactic
priming effect could be obtained only with a lexical decision
and not with a speeded naming task. This task difference
has held even with inflected Serbo-Croatian words, which
might have been expected to produce stronger effects than
would English since possessive pronouns must agree with
their nouns in gender, number, and case (Carello, Lukatela,
& Turvey, 1988; Lukatela, Kostic, Feldman, & Turvey,
1983: Lukatela et al., 1982). It has been argued that lexi-
cal decisions involve more task-specific strategic process-
ing than the pronunciation and are therefore more suscept-
ible to factors that have no role in normal reading (Balota
& Chumbley, 1984; Seidenberg et al., 1984). The task
specificity of syntactic priming effects stands in contrast
to semantic priming effects, which can be demonstrated
with a variety of tasks. Clearly, syntactic priming with
single-word contexts is a small and fragile effect.

More robust syntactic priming effects have been ob-
tained with sentence-fragment contexts. In an elegant se-
ries of experiments, Wright and Garrett (1984) initially
measured lexical decision times to stimuli like the follow-
ing (targets are capitalized):

If your bicycle is stolen, you must FORMULATE

If your bicycle is stolen, you must BATTERIES
For now, the happy family lives with FORMULATE
For now, the happy family lives with BATTERIES

Reaction times were faster for verbs following modal aux-
iliaries than for verbs following prepositions, and the op-
posite pattern held for nouns. West and Stanovich (1986)
subsequently demonstrated that these effects were not tied
to the lexical decision task, but could be obtained with nam-
ing as well. However, Wright and Garrett (1984) also
found that several types of syntactically appropriate con-
tinuations did not result in faster RTs than ungrammatical
continuations. For example, despite the fact that noun-noun
constructions are fairly common in English (as in ‘‘funeral
procession,”” *‘computer terminal,’’ etc.), these were not
responded to more quickly than were ungrammatical verb-
verb sequences. Noun-main verb constructions did result
in faster RTs, presumably because this is a very frequent
construction. Similarly, appropriate adjective targets and
illegal adjective targets were shown to have equivalent RTs.
Priming of an adjective target was demonstrated only when
it functioned as the head of a predictable adjective phrase
(e.g., ‘‘seems very TOLERABLE’’). Wright and Garrett’s
(1984) results suggest that while syntactic context can facili-
tate the recognition of individual words, this is not a very
pervasive phenomenon.

The experiments reviewed above used stimuli that were
carefully constructed to maximize the possibility of syn-
tactic priming. The fragility and specificity of the effects
obtained suggest that, in practice, a well-formed syntac-
tic structure places few constraints on open-class words
or that only a small proportion of words in a typical sen-
tence are subject to such constraints. Work on auditory
word recognition has also demonstrated that only the
strongest of syntactic constraints yield a significant effect
and that this is far weaker than even a minimal semantic
context (Tyler & Marslen-Wilson, 1986; Tyler & Wessels,
1983). This point can also be argued on the general prin-
ciples that syntactic structure rarely places narrow con-
straints on the form class of possible continuations and
that many words are ambiguous with respect to their syn-
tactic category. It is thus not surprising that we observed
no difference in N400 amplitude between open-class words
occurring in well- and ill-formed word strings. We take
this brain potential to be a sensitive index of the degree
of contextual constraint operating on an individual word,
but, in the case of our syntactic sentences, there was lit-
tle such constraint on the open-class words.

This argument, that syntactic structure places few con-
straints on possible open-class sentence continuations, is
less likely to hold for closed-class continuations. Several
studies have demonstrated that, when confronted with a
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fill-in-the-blank, or cloze, procedure, subjects are much
more capable of predicting function than content words
(Aborn, Rubenstein, & Sterling, 1959; Gough, 1983;
Smith-Burke & Gingrich, 1979). In the largest such study,
testing 24 subjects with each of a set of 1,380 sentences
drawn from popular magazines, Aborn et al. (1959) found
that pronouns were predicted with 55% accuracy and other
function words with 63% accuracy. The accuracy of pre-
diction for content words averaged 28% . These researchers
also observed a lower probability of word-class errors
(e.g., a noun for a verb, or a conjunction for an article)
when the omitted word was a closed-class item. In a more
restricted version of this procedure, in which subjects
were not given access to the context following the miss-
ing word, Gough (1983) obtained lower overall predict-
ability scores, but a similar gap between open- and closed-
class words (10% vs. 40%).

All of the cloze experiments cited above used normal
meaningful sentences that cannot tell us what proportion
of the constraint on closed-class items can be attributed
to formal sentence structure and what can be attributed
to semantic content. In the present experiment, we ob-
served effects of both: closed-class words were associated
with the least negativity in the N40O latency range when
they were embedded in congruent sentences, intermedi-
ate N400 amplitudes were observed in syntactic sentences,
and the largest amplitudes were recorded in the random
sentences. This stands in contrast to the pattern of results
for the open-class words where syntactic and random
words elicited equivalent N40Os. This contrast suggests
that, while constraints on open-class words are primarily
semantic in nature, contextual support of closed-class
words arises from both semantic and syntactic structure.

The present data do not, however, allow a statement
as to whether each function word benefits from both syn-
tactic and semantic context, or whether there are subtypes
of function words whose processing is more or less in-
fluenced by the different sources of information present
in a sentence. The function word classification used here
was quite inclusive and averaged across words that seem
to possess different degrees of semantic richness (see
Flores d’ Arcais, 1985, for a discussion of this issue). The
importance of distinguishing between different classes of
function words is evident in the research of Friederici
(1985). Comparing word-monitoring times for two types
of German prepositions, one which she suggests is selected
by meaning (lexical prepositions) and the other by syn-
tax (obligatory prepositions), Friederici found that only
the lexical prepositions benefited from semantic context.
A similar breakdown of English closed-class words in a
paradigm such as the present one would be of interest.

Although the closed-class items were influenced by sur-
rounding context in both the congruent and the syntactic
conditions, they were not subject to any greater constraint
near the end of a sentence than near the beginning. This
suggests that the context used in the processing of closed-
class words is quite local, perhaps consisting of the im-
mediately preceding word or two. This stands in contrast

to the cumulative effect of semantic context on open-
class words.

The present results also demonstrate that semantic con-
text is capable of suppressing frequency effects for open-
class words. The closed-class words, which were the only
ones to show a sensitivity to syntactic context, were not
sorted for frequency because the experimental sentences
included only the more common function words. A num-
ber of investigators have demonstrated that closed-class
words in isolation are subject to frequency effects
(Garnsey, 1985; Gordon & Caramazza, 1982; Segui,
Mehler, Frauenfleder, & Morton, 1982). Future research
with more complex reading material that incorporates
lower frequency function words will be needed to deter-
mine whether such words will show a context X frequency
interaction, and, if so, whether semantic and syntactic con-
text will act in a similar manner.

In each of the sentence conditions, the N40O was smaller
to function words than to content words. This is a highly
replicable finding, which in the past has led us to state
that there is little or no N400 activity for closed-class
words (Kutas & Van Petten, 1988; Kutas, Van Petten,
& Besson, 1988). However, we have never before exam-
ined the impact of a context manipulation on closed-class
words. It is now apparent that when a condition of nor-
mal meaningful sentence context is compared with a con-
dition of no contextual support, there is a similar modu-
lation of N400 amplitude for open- and closed-class words.
In conjunction with the other results reviewed here, this
suggests that the small-amplitude N400s usually observed
for closed-class words may well be due to three factors:
the higher frequency, greater likelihood of repetition, and
the greater predictability of such words in sentences (for
ERP effects of repetition priming, see Besson, Kutas, &
Van Petten, in press; Rugg, 1985; Rugg, Furda, & Lorist,
1988; Rugg & Nagy, 1987; Smith & Halgren, 1987; Van
Petten & Kutas, 1990b). The major difference between
the lexical classes observed here was that only closed-class
words were responsive to syntactic context. We have
argued that this should be considered an information-
processing effect reflecting the fact that a well-structured
sentence fragment provides substantial cues to the iden-
tity of subsequent function words but few cues as to the
identity of subsequent content words.

The sole support in the current data set for the idea of
different and specific brain processors for the two lexi-
cal classes was the observation of a small difference in
the laterality of the semantic context effect. Across several
previous experiments, it has been seen that the amplitude
of the N400 effect on open-class words is somewhat larger
over the right hemisphere than over the left hemisphere
(Kutas & Hillyard, 1982; Kutas, Hillyard, & Gazzaniga,
1988; Kutas, Van Petten, & Besson, 1988). A small right-
sided predominance was scen for the open-class words
here as well; in contrast, the N40Q effect for closed-class
words was slightly larger over the left hemisphere. Only
replication of this laterality difference will suggest how
seriously it should be taken.
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On the whole, the current study presents negative evi-
dence for a qualitative difference between the processing
of open- and closed-class words. Negative evidence is,
of course, never as powerful as positive evidence when
trying to determine the identity or nonidentity of two
mechanisms. The suggestion that open- and closed-class
words are subserved by different brain processors arose
from studies of aphasics, a population not studied here.
However, claims about normal processing based on neuro-
psychological data should, eventually, be substantiated
by studies of the normal population. Many of the early
suggestions that normal subjects showed differential fre-
quency sensitivity, nonword interference, and visual field
effects for open- and closed-class words have not been
replicated (Chiarello & Nuding, 1987; Garnsey, 198S;
Gordon & Caramazza, 1982; Kolk & Blomert, 1985;
Petocz & Oliphant, 1988; Segui et al., 1982). To this list
we can add that open- and closed-class words show very
similar context effects in scalp-recorded measures of
brain activity.
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NOTES

1. Care was taken to replace transitive verbs with other transitive verbs,
and intransitive with intransitive. In addition, only *‘ly’” adverbs were
replaced; quantifiers such as *‘some’” and ‘‘many’’ were not (see Cowart,
1982). Our dichotomous assignment of words to the open or closed class
followed a similar principle of assigning words of ambiguous class to
the closed-class category.

2. Sentence-initial open-class words were almost exclusively proper
names, which were excluded from all analyses.

3. While a subject was being run, his/her EEG was digitized at a rate
of 250 samples per second or one point every 4 msec. With our soft-
ware, this sampling rate would ordinarily yield an epoch of 1.024 sec
(256 data points per epoch). To obtain the longer epoch of 5.120 sec,
the sampling rate had to be reduced to 50 data points per second. One

method of accomplishing this would be to select every fifth data point
of the digitized EEG before averaging the single trials. Rather than dis-
card four fifths of the original data in this manner, we employed an
interpolation technique wherein each data point of the reduced-sampling-
rate EEG was an average of points in that time region of the original
higher-sampling-rate EEG. In the final ERP average, a single data point
thus represents 20 msec of brain activity, but the time resolution is some-
what better than would be expected from a sampling rate of 50 Hz.

4. A running average or ‘‘boxcar’’ filter of 1 sec was used to com-
pute the slow activity. This activity was then subtracted from the origi-
nal EEG to leave the higher frequencies.

5. Figure 5 displays data that was not subjected to the digital high-
pass filter applied to intermediate word data. The purpose of the filter
was to remove slow activity that occurred across the course of entire
sentences, extending from the ERP epoch of one word on into the base-
line for the epoch of the next word. In the case of final words, the purity
of the baseline for subsequent words is not a concern; leaving the data
unfiltered allowed us to observe low-frequency activity late in the epoch.

6. One might be concerned that the mean amplitude measure used
to quantify the N40O would be contaminated by the positive wave seen
later in the epoch in the case of final words. However, analyses using
a peak amplitude measure (most negative point in 200- to 500-msec
latency window) yielded similar results.

7. In the present results, it is also possible that there was some tem-
poral overlap between the N400 and late positivity elicited by syntactic
final words. Given the larger amplitude of the N40O at right hemisphere
sites, it would have tended to cancel out some of the right hemisphere
P300 and reduce the apparent asymmetry of this component.

8. The pattern of scalp distribution shown by the late positivity can
be modeled by a quadratic trend (U-shaped curve) in the anterior-posterior
dimension). The quadratic component of trend was significant for all
three sentence types [congruent, F(1,37) = 92.7; syntactic, F(1,37) =
52.9; random, F(1,37) = 21.0; all ps < .0001] and accounted for 80%
to 84% of the variance in the anterior-posterior dimension in each sen-
tence type (see Keppel, 1982, p. 441). Each pairwise comparison be-
tween the sentence types yielded significant interactions between sen-
tence type and the quadratic component because the anterior-posterior
scalp distribution was quite symmetric around the parietal maximum
for the random sentences but was skewed toward the front of the head
for the syntactic sentences and toward the back of the head for con-
gruent sentences.

9. More recently, Rohrbaugh and Gaillard (1983) have argued that
there is little evidence for a “‘true CNV.”’ Rather, the negative poten-
tial is simply a conjunction of two components, neither of which is
specific to the pairing of two stimuli: an “‘orienting response’’ to the
first stimulus followed by preparation to make a motor response to the
second stimulus. In the present case, as in others, a frontal negativity
was observed in the absence of any motor requirement (Donchin,
Gerbrandt, Leifer, & Tucker, 1972). Their second argument, that the
nonmotor part of the CNV is determined by the characteristics of the
first stimulus alone, rather than by its association with a subsequent stimu-
lus, is not meaningful when the stimuli are words in text. Since closed-
class words are infrequently used to terminate sentences, one of their
fundamental characteristics is to signal an upcoming word.

10. As an illustration, consider the following hypothetical pattern of
results: Effect A is 4 uV at Electrode 1 and 2 uV at Electrode 2; Effect B
is 2 uV at Electrode 1 and 1 xV at Electrode 2. Thus, both effects have
the same scalp distribution of being twice as large at Electrode 1 as at
Electrode 2, but Effect A is twice as large at each site. Despite the iden-
tical scalp distribution, this situation might yield a significant effect X
electrode interaction in an ANOVA because the difference between the
two effects was 2 uV at Electrode 1 and only 1 4V at Electrode 2.
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