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Abstract

Event-related brain potentials (ERPs) from 26 scalp sites
were used to investigate whether or not and, if so, the extent
to which the brain processes subserving the understanding of
imageable written words and line drawings are identical. Sen-
tences were presented one word at a time to 28 undergradu-
ates for comprehension. Each sentence ended with either a
written word (regular sentences) or with a line drawing (rebus
sentences) that rendered it semantically congruous or seman-
tically incongruous. For half of the subjects regular and rebus
sentences were randomly intermixed whereas for the remain-
ing half the regular and rebus sentences were presented in
separate blocks (affording within-subject comparisons in both
cases). In both presentation formats, words and line drawings
generated greater negativity between 325 and 475 msec post-

stimulus in ERPs to incongruous relative to congruous sen-
tence endings (i.e., an N400-like effect). while the time course
of this negativity was remarkably similar for words and pic-
tures, there were notable differences in their scalp distribu-
tions; specifically, the classic N400 effect for words was larger
posteriorly than it was for pictures. The congruity effect for
pictures but not for words was also associated with a longer
duration (lower frequency) negativity over frontal sites. In
addition, under the mixed presentation mode, the N400 effect
peaked about 30 msec earlier for pictures than for words. All
in all, the data suggest that written words and pictures when
they terminate sentences are processed similarly, but by at least
partially nonoverlapping brain areas.

INTRODUCTION

A symbol can be defined roughly as something that
represents an object, an event, or a relationship. The
symbolic system par excellence is written language;
however, we are able to understand symbols that are not
strictly linguistic, for instance, pictures. And, in fact, there
may be reason to believe that the mechanisms for the
processing of words and pictures are similar if not iden-
tical because familiar iconic symbols' resemble written
words in several respects: both (1) are composed of
visual features, (2) have identical referents for different
feature combinations (fonts for words; viewpoints for
objects), (3) are fixated during recognition, and (4) are
rapidly and perhaps automatically recognized once they
have been learned. Indeed, there appears to be a histori-
cal continuity between iconic symbols and written
words stemming from the pictographs of the earliest
writing systems to the modern writing systems (Hum-
phreys & Bruce, 1989). Note, however, that there are also
some obvious differences between iconic symbols and
written words. Perhaps the most important difference
for present purposes is the more arbitrary nature of the

relationship between a word's meaning and its visual
form than between an object and its iconic repre-
sentation.

These similarities and differences raise the question of
the extent to which similar mental operations and/or
brain areas are involved in comprehending iconic sym-
bols and written words. For example, how similar are the
processes that lead to the meaning of the word "lion"
and those that identify the meaning from a picture of
the same word; and are these computations performed
by the same neural system(s)? Two broad theoretical
positions have emerged from attempts to answer these
questions. According to the common semantic system
hypothesis "meaning" is represented in a common sys-
tem (store) that is equally accessible by word and pic-
ture forms (e.g., Pylyshyn, 1980; Anderson & Bower,
1973). In the different variants of such a common system
view, it is more or less explicitly acknowledged that
pictures and words have different "representational
power"; unlike words, pictures are presumed to be inher-
ently better at representing concrete than abstract con-
cepts (see Kolers & Brisson, 1984, for criticism). As a
consequence, the range of concepts that is presumed to
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be equally accessible to both words and pictures is often
confined to concrete, imageable objects. More highly
articulated versions of the common semantic system
hypothesis propose that in the course of seeing or read-
ing, visual information is mapped onto various preseman-
tic perceptual recognition systems that specify the
orthographic description of written words and the struc-
tural descriptions of objects (Morton & Patterson, 1980;
Riddoch, Humphreys, Coltheart, & Funnel, 1988; Nelson,
Reed, & McEvoy, 1977; Potter & Faulconer, 1975; Sey-
mour, 1973; Durso & Johnson, 1979; Snodgrass, 1984;
Theios & Amrhein, 1989).3 Finally, some versions of the
common semantic system hypothesis maintain that pic-
tures have privileged access to the semantic system
(Friedman & Bourne, 1976; Snodgrass and McCullogh,
1986; Caramazza, Hillis, Rapp, & Romani, 1990), leading
to the prediction that pictures will be processed more
quickly than written words, albeit in the same way.

By contrast, the multiple semantic systems hypothesis
predicts that words and pictures access different special-
ized, semantic systems (e.g., Kosslyn and Pomerantz,
1977; Paivio, 1971, 1983, 1986). A prime example is
Paivio's (1986) dual coding theory, which posits two
structurally and functionally distinct subsystems: a sys-
tem of logogens for processing words and a system of
imagens for processing nonverbal materials; although
independent, these two systems can communicate with
each other.

Much research in experimental psychology has been
aimed at adjudicating between the common and multi-
ple semantic systems positions. Results with isolated
words have generally been more variable than those
with sentences. For example, isolated words and pictures
have been found to prime each other in semantic prim-
ing tasks wherein the instructions and the experimental
setting encourage semantic analysis (Sperber, McCauley,
Ragain, & Weil, 1979; Vanderwart, 1984; Bajo, 1988; Theios
& Amrhein, 1989), but not in tasks (such as naming) that
did not emphasize semantic analysis (e.g., Durso &
Johnson, 1979; Kroll & Potter, 1984; Roediger & Blaxton,
1987; Scarborough, Gerard, & Cortese, 1979; Weldon &
Roediger, 1987). Typically, in word pair tasks, cross-modal
priming (between words and pictures) has been taken
as evidence for common semantic system hypotheses
whereas the absence of cross-modal priming has been
construed as supporting independent semantic systems.

When semantic analysis is guaranteed by embedding
words and pictures into sentence contexts, the results
have been most consistent with common semantic sys-
tem hypotheses. For example, Kroll (1990) found equal
facilitation on a reality decision task for both words and
pictures when they were preceded by a related com-
pared to an unrelated sentence. Thus, she concluded that
the conceptual representations of sentences are built
within a semantic system that can be accessed equally
by words and pictures. Likewise, Potter, Kroll, Yachzel,
Carpenter, and Sherman (1986) argued that since the
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time it took subjects to decide whether a sentence was
plausible or implausible was independent of whether
the sentences ended with a word or with a picture, both
types of input must be processed in a common, mutually
accessible system.

Another potential source of evidence that may differ-
entiate between the common versus multiple semantic
systems hypotheses comes from studies of patient popu-
lations. However, to date the available evidence can be
interpreted as supporting both a common (e.g., Riddoch
et al., 1988; Caramazza et al., 1990) and a multiple se-
mantic systems approach (e.g., Shallice, 1993). As is typi-
cal of neuropsychological studies, dissociations form the
basis of argument in favor of multiple semantic systems.
Here we refer to a variety of dissociations in the perfor-
mance of tasks requiring semantic analysis of visually
presented objects and words in patients characterized
by modality-specific aphasias (Shallice, 1987; Lhermitte
& Beauvois, 1973; Denes & Semenza, 1975), agnosia with-
out alexia (Albert, Reches, & Silverberg, 1975; Damasio,
Damasio, & Van Hoesen, 1982; Gomori & Hawryluk, 1984;
Karpov, Meerson, & Tonkonough, 1979; Levine & Cal-
vanio, 1989; Mack & Boller, 1977; Ratcliff & Newcombe,
1982; Striano, Grossi, Chiacchio, & Fels, 1981), as well as
modality-specific priming (Warrington & Shallice, 1979),
modality-specific impairments of semantic memory
(Warrington, 1975), and modality-specific category
deficits (Warrington & Shallice, 1984; McCarthy & War-
rington, 1988, 1990; Hart & Gordon, 1992; Hart, Lesser, &
Gordon, 1992). By contrast, findings that lesions in some
brain areas produce remarkably similar deficits in both
verbal and nonverbal domains have been offered as
evidence for the class of common semantic system hy-
potheses (Hillis, Rapp, Romani, & Caramazza, 1990; Marin,
1987; Sirigu, Duhamel, & Poncet, 1991).

An especially compelling case for a common semantic
system can be made from the data on patients present-
ing with transcortical sensory aphasia (TSA) (Rubens &
Kertesz, 1983; Alexander, Hiltbrunner, & Fischer, 1989;
Vignolo, 1989; Hart & Gordon, 1990). TSA patients are
defined by their poor auditory comprehension in the
face of good repetition. However, for the purposes of the
present argument it is important to note that a sig-
nificant majority of TSA patients also exhibit visual object
agnosia and visual field defects. Further note that TSA
patients often have lesions in the left posterior infero-
temporal cortex known to be critically involved in high
level visual processes in monkeys. Bilateral lesions of
inferotemporal cortex in monkeys result in a severe and
lasting deficit in visual object recognition (Gross, 1973;
Mishkin, 1982). It is such findings that led Sereno
(1991a,b) to propose that the left posterior inferotempo-
ral cortex plays a crucial role in the semantic analysis of
both verbal materials and visual objects.

Basal temporal regions such as the fusiform gyrus
likewise seem to have the attributes necessary for a
common semantic area, namely a region where nonlin-
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guistic visual and written language processing cohabit.
On the one hand, electrical stimulation of the left basal
temporal region in patients with intractable epilepsy has
been found to produce specific language problems such
as severe alexia (Luders et al., 1991). In addition, various
regions along the fusiform gyrus have been recently
found to be responsive to written language (McCarthy
et al., 1995; Nobre, Allison, & McCarthy, 1994). On the
other hand, these brain regions support visual functions
in monkeys as well as in humans (e.g., Allison et al.,
1994), suggesting that the basal temporal regions might
be involved in written language as well as iconic symbol
comprehension.

Complementary to the behavioral and neuropsy-
chological approaches to delineating the nature of se-
mantic representation and processing is the
event-related brain potential (ERP) technique. To date,
the majority of relevant ERP studies have focused on the
semantic analysis of either words or pictures but not
both. For example, Kutas and Hillyard (1980, 1984)
showed that ERPs to words that were relatively unex-
pected, improbable, or semantically anomalous in their
context were characterized by a large posteriorly distrib-
uted, slightly right hemisphere negativity between 300
and 600 msec (N400) postword onset; this negativity
was small or absent to highly probable words. Sub-
sequent studies demonstrated that the amplitude of the
N400 was an inverse function of the extent to which a
word fit its context. Moreover, the results of several
studies support the hypotheses that (1) the N400 is
sensitive to semantic analysis and (2) N400 elicitation is
relatively independent of the specific surface form of the
eliciting stimulus. Thus, for example, similar, albeit not
identical, ERP effects are obtained whether congruous
and incongruous sentences are presented as written
text, speech, or the handshapes of American Sign Lan-
guage (e.g., McCallum, Farmer, & Pocock, 1984; Kutas,
Neville, & Holcomb, 1987; Holcomb & Neville, 1991).

Although words that are semantically anomalous in
the context of a sentence generate the biggest N400, an
equivalent component is also thought to be present in
response to words in isolation and in word pairs. For
example, in a lexical decision task the amplitude of a
negativity between 300 and 600 msec to a word was
found to be smaller when it was preceded by a seman-
tically related word (e.g., cat-dog) than by a semantically
unrelated word (e.g., table-dog) (e.g., Bentin, 1987; Hol-
comb, 1988; Holcomb & Neville, 1990). Other studies
have shown that N400s are not elicited by physical
deviations (Kutas & Hillyard, 1980, 1984) or certain mor-
phological deviations within language (Kutas & Hillyard,
1983) or unexpected notes within familiar melodies
(Besson & Macar, 1987; Paller, McCarthy, & Wood, 1992;
Verleger, 1990). It is on the basis of these findings, among
others, that we propose that variations in N400 ampli-
tude provide a good index of semantic analyses in a way
that makes the N400 a good candidate for investigating

the question at hand, namely, whether or not words and
pictures access a common semantic system.

Most of the ERP studies employing pictorial stimuli
have focused on human face processing, on the assump-
tion that the cognitive processes underlying face recog-
nition are quite similar to those mediating word
recognition (Barrett, Rugg, & Perrett, 1988). For example,
Barrett et al. (1988) had subjects match black and white
photographs of two serially presented familiar and unfa-
miliar faces; the second photograph of each pair was
either a different view of the same person (match) or a
different person (nonmatch). For familiar faces only,
there was a larger negativity peaking around 400 msec
for nonmatching (i.e., unprimed) than matching faces.
The authors tentatively equated this negativity with the
N400 effect seen in various language tasks. The results
of a subsequent series of experiments showed that the
amplitude of this N400-like effect to familiar faces was
also modulated by judgments based on semantic or as-
sociative relatedness and not just identity (Barrett &
Rugg, 1989). Specifically, the amplitude of an N450 com-
ponent in the ERP to the faces of individuals with differ-
ent occupations was larger than that to faces of
individuals with the same occupations, when the task
required matching on occupation. On the basis of these
findings, Barrett and Rugg suggested that the neural
processes subserving semantic priming of faces and
words overlap.

Barrett and Rugg (1990) likewise obtained a larger
N450 to the second of a sequentially presented pair of
unrelated (e.g., fork-ring) pictures of common objects
relative to the ERPs to related (e.g., fork-spoon) pictures;
in this case judgments were based on relatedness. This
negativity peaked approximately 50 msec later than is
typical of word stimuli and had an amplitude that was
roughly equipotential across the scalp. In this same task,
Barrett and Rugg (1990) reported an earlier, more fron-
tally distributed negativity (N300) that also differentiated
mismatching from matching judgments. They speculated
that this component might be specific to picture proc-
essing.

Overall, the finding of a consistently greater negativity
in the ERP to mismatching than matching stimuli regard-
less of whether they are written words, spoken words,
photographs of faces, or pictures of common objects has
been taken as evidence in favor of an amodal semantic
system.4 Note that this conclusion implies that the re-
ported differences in the amplitude, latency, and/or dis-
tribution of the negativities with different surface forms
and different tasks were considered inconsequential rela-
tive to morphological similarity of the different "N400"
effects. 5

A notable exception to this view is found in the work
of Holcomb and McPherson (1994), who also observed
both an N300 and N400-like in an object decision task,
but nonetheless concluded that the N400 effect in an
object decision task was not the same as that seen in
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language tasks such as lexical decision. Specifically, Hol-
comb and McPherson found that (1) the ERPs to seman-
tically unrelated objects were characterized by a larger
negativity between 325 and 550 msec than those to
related objects; (2) this negativity was larger for
pseudoobjects (the equivalent of pseudowords in a lexi-
cal decision task) than for unrelated objects; and (3)
there was a frontally distributed N300 effect (greater
negativity for unrelated objects). Thus, during this object
decision task semantic relatedness modulated the ampli-
tude of a negativity with a time course similar to that
seen in a lexical decision task. However, unlike N400s to
written words, the N400s to pictures were larger over
frontal than posterior sites (being almost absent over
occipital regions) and were somewhat larger over the
left than the right hemisphere. While the apparently
more frontal distribution of the N400 could be ac-
counted for in terms of residual overlap of the more
frontally distributed N300 as suggested by the authors,
this account cannot explain the absence of an N400
effect over occipital sites. Thus, the data seem more
consistent with the view that the effects for visual ob-
jects and for words differ from each other. On the other
hand, the functional equivalence between the object
decision and lexical decision tasks on which Holcomb's
study was predicated has been questioned (e.g., Kolers
& Brisson, 1984). We think a much cleaner and more
direct comparison of the ERP results would be possible
if the words and pictures were presented to the same
subjects within the same experimental paradigm.

Only two studies have reported a direct comparison
between words and pictures within the same task. The
first was an unpublished study by Kutas6 including sen-
tences ending with either a semantically congruous
word or picture, or incongruous word or picture. There
was a similar-looking N400 effect for words and pictures,
although the peak latency of the N400s to pictures was
shorter than that to words, and pictures were associated
with greater frontal negativity overall. There are a num-
ber of reasons, however, to be cautious about the inter-
pretation of these results. First, the words and pictures
were not equated in size; the pictures were physically
much larger than the written words. This difference
might explain the shorter N400 peak latency to the
pictures. Second, the probability of the sentences ending
with a picture (congruous or incongruous) was much
lower than the probability that it would end with a word;
this imbalance in stimulus probability could have led to
differential elicitation of probability-sensitive compo-
nents such as the P3 (Duncan Johnson & Donchin, 1977).
Third, there was no attempt to equate the imageability
of the word and pictures. Fourth, there were only eight
recording sites on which to base distributional compari-
sons.

Recently a direct comparison between the processing
of words and pictures in a sentence reading task was
reported by Nigam, Hoffman, and Simons (1992). They
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equated their words and pictures in size. However, there
were some major differences with the Kutas study: spe-
cifically, in Nigam et al. the modality of the sentence final
stimulus was a between-subject factor and therefore
whether a sentence ended with a word or a picture was
completely predictable. One group of subjects read sen-
tences that ended with congruous or incongruous words
and a different group of subjects read sentences that
ended with congruous or incongruous pictures. Seman-
tically anomalous words and pictures alike were associ-
ated with larger negativities (N400s) than were their
congruent counterparts. Moreover, as Nigam et al. ob-
served no significant differences in the amplitude, la-
tency, or scalp distribution of the N400 effects to words
versus pictures, they concluded that it reflected activity
in an amodal semantic system.

We think that this conclusion was premature for a
number of reasons including (1) use of between-subject
as opposed to within-subject comparison of the word
versus picture data, (2) limited number of recording
sites, and (3) potential lack of generalizability given use
of blocked presentations for word and picture condi-
tions. In combination with the relatively slow presenta-
tion rates and high predictability of the sentence final
items, the blocked design may have engendered specific
encoding strategies. For example, in the picture condi-
tion subjects might have predicted the last word and
used this to generate an image. If so, the N400 effect
would be influenced by the match/mismatch between
the image and the actual picture presented rather than
reflecting only the relation between the context and
sentence final item.

The present study was designed to eliminate the con-
founds in the Kutas and Nigam et al. studies and thereby
provide evidence pertaining to the question of whether
or not words and pictures access a common semantic
system. As in the previous studies we chose to use
sentential contexts both because they yield large and
reliable N400 effects in response to semantic anomalies
(e.g., Kutas et al., 1987) and because they encourage
semantic processing.

Two variables were manipulated within subjects: mo-
dality of the target (pictures, words) and congruity of
the sentence ending (congruous, incongruous). An exam-
ple of a congruous sentence ending with a picture is
shown in Figure 1. An additional variable, "blocking" was
manipulated between subjects (mixed modalities and
blocked modalities) to assess the effect of the predict-
ability of the modality of the ending. This design yielded
a total of eight conditions, and afforded within-subject
comparisons between ERPs to words and pictures in
two different blocking conditions as well as between
subjects comparisons across the blocking conditions.

We expected to find the classic N400 effect in re-
sponse to written words in both the blocked and mixed
conditions, namely, a posteriorly distributed monophasic
negativity, slightly larger over right than left hemisphere
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Figure 1. One of the sentences used in the experiment. This is the
actual font employed (Chicago). The relative size of the words and
the picture is very close to reality.

sites, onsetting around 200-250 msec, and peaking
around 400 msec. Overall, we did not expect the N400
effect to differ as a function of blocking condition, al-
though we thought that there would be some indication
in the raw ERPs to pictures of the occasional "surprise"
if the sentence ended in a picture when the subject
expected a word (mixed condition). In general, we will
take "similar" N400 effects for words and pictures as
evidence for a common semantic system theory and

"different" N400 effects as evidence against it. More
specifically, (1) identical N400 effects (onset and/or peak
latency, amplitude, and distribution) for words and pic-
tures will be interpreted as favoring a common semantic
system theory (e.g., Theios & Amrhein, 1989); (2) an
N400 effect that differs only in onset and peak latency,
most likely a shorter latency for pictures than for words,
would be viewed as compatible with common semantic
system theories that afford pictures privileged access to
semantic representations (e.g., Potter & Faulconer, 1975);
(3) N400 effects for words and pictures that differ only
in amplitude but not in spatial distribution, will also be
considered as consistent with common semantic system
theories; specifically those that posit different access
procedures for words and pictures (e.g., Caramazza
et al., 1990); (4) absence of an N400 effect for pictures
will be taken as evidence for the presence of multiple
semantic systems; (5) insofar as the N400 effects to
words and pictures are similar in morphology but not in
spatial distribution we will assume that both are proc-
essed for meaning in similar ways but in different brain
areas; and (6) N400 effects for words and pictures that
differ both in morphology and distribution will be taken
as strong evidence for multiple semantic system theories
that assume differential processing of words and pic-
tures by different brain systems (e.g., Paivio, 1990).

RESULTS

A similar sequence of early components characterized
the ERPs to words in all the conditions. 7 At frontal sites
(Figs. 2 and 3, e.g., frontal sites 2-10) these included a
negativity peaking around 150 msec (N1) followed by a
positivity peaking around 250 msec (P2). At occipital
sites (Figs. 2 and 3, e.g., occipital sites 5-7) the earliest
evoked potentials (EPs) were the P1-N1-P2 sequence: a
positive deflection peaking around 130 msec (P1), fol-
lowed by a negative deflection peaking around 210 msec
(N1) and by a positive one peaking around 280 msec
(P2). Notice that there were some other, smaller deflec-
tions triggered by the offset of the previous word (which
occurs 50 msec prior to the onset of the final item) that
preceded and partially overlapped the Pl. The early po-
tentials were followed by a broadly distributed negative
deflection peaking around 400 msec (N400) that was
larger for the incongruous than congruous endings, and
was maximal at parietal sites (Figs. 2 and 3, e.g., site 26).
At posterior sites the N400 was followed by a late posi-
tive deflection starting around 500 msec whose peak
latency seemed to be later for incongruous than for
congruous endings (Figs. 2 and 3, e.g., sites 5-7).

Pictures in both blocking conditions elicited frontal
N1-P2s similar to those for words (Figs. 2 and 3, e.g.,
sites 2-10). The Pl/N1 deflections were also visible at
occipital sites; however, the P2 appeared to be masked
by a large posterior positivity peaking around 380 msec
that was not present in the response to words (Figs. 2
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Figure 2. Grand average (N = 12) ERP waveforms obtained in the blocked condition for words (left) and pictures (right). Congruous endings
are indicated by a solid line, while incongruous ones are indicated by a dotted line. The locations and labels of the electrodes are shown in the
Method section, Figure 9. The topmost left and right plots in each panel show horizontal and below the eye data, respectively (see Method sec-
tion for details). Note that in this and following plots, negative is up.

and 3, e.g., sites 5-7). A broadly distributed negative
deflection peaking around 400 msec (N400) that was
larger for incongruous than congruous endings and was
maximal at central and anterior sites followed the early
potentials (Figs. 2 and 3, e.g., sites 21-25). This N400 was
followed by a late positive deflection starting around 550
msec that appeared to be largest at posterior sites in the
mixed presentation condition (Figs. 2 and 3, e.g., sites
5-7).

Mean Amplitude Measures

The mean amplitude data in three time windows were
subjected to repeated measures ANOVA, with degrees of
freedom adjusted when necessary by the Geisser-Green-
house procedure (Geisser & Greenhouse, 1959). For the
main analyses on raw ERPs four independent variables
were used, unless otherwise specified: blocking (mixed
vs. blocked), congruity (congruous vs. incongruous), mo-
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dality (pictures vs. words), and site (26 electrode sites).
An alpha of 0.05 was used in all the analyses.

Early Congruity Effects

To examine congruity effects preceding the N400 an
ANOVA was performed on the mean amplitude of the
raw waves between 175 and 325 msec. Pictures were
generally more negative than words [main effect of mo-
dality F(1,22) = 20.83] and incongruous items were
more negative than congruous ones [main effect of con-
gruity F(1,22) = 29.69]. Neither the early potentials
[main effect of site, F(25,550) = 11.58] nor the congru-
ity effect were uniform across scalp sites [congruity by
site interaction, F(25,550) = 3.95]. Thus, both the early
EPs and the congruity effect to words tended to be more
negative at posterior than at anterior sites, while the
opposite was true for pictures [interaction modality by
site, F(25,550) = 70.86; interaction modality by congru-
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Figure 3. Grand average (N = 12) ERP waveforms obtained in the mixed condition for words (left) and pictures (right). Congruous endings
are indicated by a solid line, while incongruous ones are indicated by a dotted line.

i ty by site, F(25,550) = 10.34]. Blocking took part in a
marginally significant three way interaction with congru-
ity and site [F(25,550) = 2.20, p = 0.047]. Follow-up
analyses were conducted on words and pictures in both
blocking conditions, separately. There was a significant
congruity effect for pictures, largest at frontal sites [in-
teraction congruity by site: blocked F(25,275) = 3.61];
mixed F(25,275) = 14.14]. There was also a marginally
significant effect of congruity for words in the blocked
condition, with a central/posterior maximum [interac-
tion congruity by site, F(25,275) = 2.89,p = 0.049], but
not in the mixed condition.

To better examine whether there was an earlier con-
gruity effect for pictures than for words, we conducted
the same analysis on an earlier time window, specifically
150-275 msec. The outcome of the main analysis was
very similar to that described above, with the only dif-
ference being that no effects of blocking were found.
Follow-up analyses performed on words and pictures
separately indicated that words did not show a congruity
effect in this time window [main effect of congruity,

F(1,22) = 0.45, N.S.; interaction congruity by site,
F(25,550) = 0.75, N.S.], whereas pictures did but mainly
at frontal sites [interaction congruity by site,
F(25,550) = 11.30]. This early congruity effect for pic-
tures tended to be larger in the mixed than in the
blocked condition [interaction blocking by congruity by
site, F(25,550) = 2.80, p=0.03]. An additional follow-up
analysis was performed on the picture data for blocked
and mixed conditions, separately. Both analyses showed
an interaction of congruity by site, reflecting the pres-
ence of a congruity effect for pictures in this time win-
dow with a frontal maximum. In summary, between 150
and 275 msec there was an early, frontally distributed
congruity effect for pictures but not for words.

N400 Congruity Effect

The time window 325-475 msec was chosen to capture
the N400 effect without contamination from preceding
and following components (such as P2, N300, and late
positive components, e.g., Holcomb & McPherson, 1994;
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Figure 4. Difference ERP waveforms (incongruous minus congru-
ous) obtained in the blocked (left) and mixed (right) conditions for
words (solid line) and pictures (dotted lines). Only nine repre-
sentative electrodes are shown for clarity.

Heit, Smith, & Halgren, 1990). First, an ANOVA was per-
formed on all the difference waveform data (Figs. 4 and
5 show difference waveforms from selected sites). The
three independent variables were blocking (blocked vs.
mixed), modality (pictures vs. words), and electrode site
(26 locations). As can be seen in Figure 4, the N400 effect
was larger for words (-4.08 µV) than for pictures [-2.57
µV; main effect of modality F(1,22) = 9.52] and was
largest at central recording sites [main effect of site,
F(1,22) = 13.82]. Figure 4 also hints at the difference in
the distribution of the N400 effect for words and pic-
tures [modality by site interaction, [F(25,550) = 16. 35].

This difference can be better seen in Figure 6, where
the distributions of the N400 effect for words and pic-
tures in both blocking conditions are compared directly.
To determine whether this interaction reflected a real
difference in the scalp distributions, the approach rec-
ommended by McCarthy and Wood (1985) was used.
Thus, the data for each subject were normalized across
electrode sites, within each modality separately, thereby
eliminating any systematic amplitude differences be-
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Figure 5. Difference ERP waveforms (incongruous minus congru-
ous) obtained for words (left) and pictures (right) in the blocked
(solid line) and mixed (dotted line) conditions.

tween modalities, and allowing a purer assessment of the
differences in scalp distributions. These normalized data
were then subjected to an ANOVA, with blocking
(blocked vs. mixed), modality (words vs. pictures), and
site (26 electrode sites) as independent variables. There
was a significant interaction of modality by site
[F(25,550) = 12.49], indicating that the N400 effect for
words and pictures was differentially distributed across
the scalp.

To better analyze the modality by site interaction,
planned comparisons were performed on the data from
each symmetric pair of lateral sites (11 total) with block-
ing (blocked vs. mixed), modality (words vs. pictures),
and hemisphere (left vs. right) as independent variables.
As can be seen in Figure 6, the N400 effect for pictures
was larger than that for words over frontal sites [e.g., pair
2-10, main effect of modality, F(1,22) = 6.62], while the
reverse pattern held over parietal sites [e.g., pair 14-17,
main effect of modality, F(1,22) = 25.99] and occipital
sites [e.g., pair 15-16, main effect of modality F(1,22) =
26.17]. This difference can be better appreciated in the
maps of Figure 7, where the normalized amplitudes of
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Figure 6. Distribution of the N400 congruity effect (mean amplitude of the difference waves between 325 and 475 msec) in the blocked and
mixed conditions, for words (solid line) and pictures (dashed line). Each panel plots electrodes starting from frontal sites. Corresponding posi-
tions in the leftmost and rightmost panel within each blocking condition refer to symmetric pairs of electrodes (e.g., electrode pair 2-10). The
central panel within each blocking condition corresponds to midline electrodes. A diagram depicting the electrode positions is included for ref-
erence.

the congruity effect between 325 and 475 msec are
plotted for all four blocking by modality conditions.
Marginally significant blocking by modality by hemi-
sphere interactions were found for five pairs of elec-
trodes: temporal pairs 4-8 (p = 0.041) and 3-9 (p =
0.047), temporoparietal pair 13-18 (p = 0.047), occipi-
totemporoparietal pair 14-17 (p = 0.042), and parietal
pair 21-25 (p = 0.025). The triple interactions are due
to the fact that at these sites the congruity effect for
pictures tended to be symmetric in the mixed condition,
but larger on the right side in the blocked condition,
whereas the opposite pattern was observed for words
(see Figs. 6 and 7).

Finally, to better assess the hemispheric asymmetries,
separate analyses were performed on words and pic-
tures with site (11 possible symmetric pairs) and hemi-
sphere (left or right) as variables. As is evident in Figures
6 and 7, the N400 effect was asymmetric only for pic-

lures and only in the blocked condition [main effect of
hemisphere, F(1,11) = 5.71], with the right hemisphere
being more negative than the left one. In all other con-
ditions, the N400 effect was symmetric.

An ANOVA performed on the mean amplitude of the
raw ERPs between 325 and 475 msec confirmed the
results of the previous analysis. To allow a better com-
parison with the results of previous studies, all analyses
were repeated for the time window 300-500 msec. Nei-
ther the results nor the conclusions to be drawn were
affected in any way by this change in the measurement
window. Thus, they will not be discussed further.

In summary, in the 325-475 msec time window (1) a
congruity effect was present for words and pictures in
both blocking conditions; (2) the congruity effect was
larger for pictures than for words at frontal sites, and
larger for words than pictures at occipital sites; and (3)
the only hemispheric asymmetry was found for pictures
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Figure 7. Isopotential gray-scale maps of the normalized distribution of the N400 effect (mean amplitude of the difference waves between
325 and 475 msec) in the blocked (top) and mixed (bottom) conditions for words (left) and pictures (right). The original scattered data (26
scalp sites) were interpolated with a spherical spline algorithm (Hassainia et al., 1994).

in the blocked condition, with greater negativity over the
right than left hemisphere.

Late Congruity Effects

An ANOVA was performed on the mean amplitude of the
averaged ERPs from 575 to 800 msec, which was meant
to capture late congruity effects (Figs. 2 and 3). This late
congruity effect was negative at anterior sites and posi-
tive at posterior sites [interaction congruity by site,
F(25,550) = 21.91]. Moreover, these late potentials were
more positive to pictures than those to words at pos-
terior sites [interaction modality by site, F(25,550) =
4.06]. Finally, these late congruity effects seemed to dif-
fer in distribution for words and pictures [interaction
modality by congruity by site, F(25,550) = 3.13]. Follow-
up analyses revealed no significant effects of congruity
for words but significant effects for pictures in both
blocking conditions [blocked: interaction congruity by
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site, F(25,275) = 5.20; mixed: interaction congruity by
site, F(25,275) = 16.34].

Latency Measure

On visual inspection there appears to be a shift in the
peak latency of the N400 effect between words and
pictures in the mixed condition (see Fig. 4): that is, the
N400 difference ERP peaks at a shorter latency for pic-
tures than for words. An ANOVA with blocking (blocked
vs. mixed), modality (pictures vs. words), and site (26
electrode sites) as independent variables was performed
on the N400 difference peak latencies. The analyses
revealed a significant interaction between blocking, mo-
dality, and site [F(25,550) = 2.77]. Planned follow-up
analyses of the mixed condition showed that the N400
peak latency was significantly shorter for pictures than
for words [397 vs. 414 msec, respectively; F(1,11) =
10.49]; the size of this latency difference was about 30
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msec at parietal sites and was not uniform across scalp
electrodes [modality by site interaction, F(25,275) =
3.01]. The blocked condition analysis revealed no sig-
nificant difference in the peak latency of the N400 effect
to pictures and words [410 vs. 416 msec, respectively;
main effect of modality F(1,11) = 0.31, N.S.; modality by
site interaction, F(25,275) = 1.15, N.S.].

The finding that the N400 effect, at least in the mixed
presentation condition, is earlier for pictures than for
words was present in 8 out of 12 subjects (mean = 28
msec), but absent in the remaining four subjects
(mean = -3 msec). This might have been due partly to
the difficulty of locating the peak of the N400 at those
sites where the effect was small; to circumvent this
problem, we restricted our ANOVA to data from the
parietal sites (electrodes 22, 26, and 24), where the N400
effect was reliable for both words and pictures. With
modality (pictures vs. words) and site (3 electrode sites)
as the independent variables, we obtained a significant
main effect of modality [F(1,11) = 9.64]. For this analy-
sis, the advantage for pictures was present in 10 of the
12 subjects. Perhaps these differences reflect the differ-
ent strategies that individual subjects used to encode the
words and pictures.

Postrecording Recognition Test

For sentences ending with a word, on average subjects
recognized 57% of the congruous and 63% of the incon-
gruous endings. For sentences ending with a picture,
subjects recognized 72% of the congruous and 79% of
the incongruous endings. An ANOVA was performed on
the d primes calculated by taking into account both hits
and false alarms. The independent variables were modal-
i ty (words vs. pictures), congruity (congruous vs. incon-
gruous), and blocking (blocked vs. mixed). Overall,
subjects performed above chance [average d' = 2.0729;
F(1,22) = 6300, p < 0.0001]. Pictures were recognized
better than words [F(1,22) = 30.96, p < 0.0001]. Incon-
gruous items were recognized better than congruous
ones [F(1,22) = 19.48, p < 0.001]. There were no effects
of blocking [F(1,22) = 0.16, N.S.].

DISCUSSION

The classic N400 effect for words was replicated in both
blocked and mixed presentation modes. Likewise, an
N400-like effect was observed for pictures, also in both
presentation modes. The time course of these effects was
in large part independent of whether the sentence end-
ings were words or pictures, indicating a similarity in the
temporal course of the neural processes underlying the
semantic analysis of both in sentential contexts. These
similarities, however, were accompanied by notable dif-
ferences in the scalp distributions of the congruity ef-
fects for words and pictures, implying at least partial
nonoverlap of responsible neural structures. Two aspects

of these topographical differences are worth discussing;
specifically, the greater posterior extent of the word
N400 effect and the greater frontal extent of the picture
congruity effect.

At parietal and occipital sites the N400 effect was
larger for words than for pictures. This is consistent with
Holcomb and McPherson's (1994) finding that pictures
in an object-decision task elicited virtually no N400 ac-
tivity over posterior sites. Given the difference between
their task and ours, however, this comparison must be
made with caution. There was also a visible trend for the
N400 congruity effect to be smaller for pictures than for
words at the occipital site (Oz) in the Nigam et al. (1992)
study, although their analysis revealed no statistical dif-
ferences (see their Fig. 3, p. 18).

Our finding that the N400 at posterior sites was
smaller for pictures than for words when they termi-
nated written sentences nonsensically is compatible
with at least three different hypotheses. For one, it may
be the case that the neural generators of the N400 to
words and pictures actually do differ and this difference
in the activated brain areas is manifest in the different
scalp distributions.

Another possibility, however, is that exactly the same
neural structures (i.e., parts of the anterior fusiform
gyrus according to McCarthy et al., 1995, Nobre et al.,
1994) were engaged by the processing of semantically
anomalous words and pictures alike but overlap of a late
posterior positivity (of the P3 family for instance) re-
sulted in the apparent reduction of the N400 effect to
pictures at posterior scalp sites. A late positive compo-
nent, with a distribution consistent with that reported
for the visual P3, was in fact present in the raw ERPs
over posterior sites (Onofrj et al., 1990). Certainly, by
some views of the P3, a relatively unexpected switch
from the printed words of the sentence context to the
terminal picture would be sufficient to elicit some P3
activity. At least two factors could modulate the ampli-
tude of such a P3: the relative probability and the pre-
dictability of the stimulus modality of the sentence final
item. Overall, pictures were much less frequent than
words, and more so in the mixed (1/16) than in the
blocked presentation conditions (1/8). All else being
equal, this factor would produce greater P3 activity for
pictures than for words, and more so in the mixed than
in the blocked presentation mode (e.g., Donchin &
Coles, 1991). Moreover, the sentence final item's modal-
ity was predictable in the blocked but not in the mixed
conditions; note, however, that even in the blocked con-
ditions the exact moment at which the modality switch
occurred was not easily predictable as the sentences
were not constant in length. This factor in isolation
would probably produce little if any P3 activity to word
endings but moderate P3 activity to picture endings in
the blocked presentation mode; large P3s would be pro-
duced in the mixed presentation mode for both word
and picture endings, as they were equally unpredictable.
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An explanation combining the contributions of these
two factors therefore would predict the smallest P3 for
words in the blocked condition and the largest P3 for
pictures in the mixed condition. Pictures in the blocked
and words in the mixed conditions would generate P3s
intermediate in amplitudes to these extremes, depending
on the relative contributions of the two factors. In our
data there were only nonsignificant trends consistent
with these predictions.

To account for the smaller posterior N400 effect to
pictures than words, the overlapping P3 would have to
be modulated not only by stimulus modality, but also
semantic congruity. If the P3 were the same size for
congruous and incongruous endings, then its contribu-
tion would not be evident in the N400 difference wave
(the P3s would cancel out in the subtraction). That is to
say, the N400 and the P3 would be additive with respect
to congruity. On the other hand, if the P3 were larger for
incongruous than congruous endings (i.e., if the N400
and P3 were interactive with respect to congruity), then
the N400 difference ERP would appear to be smaller
than it really is. Thus, a stronger modulation of the P3 by
congruity for pictures than for words could result in an
apparent reduction of the N400 effect to pictures rela-
tive to words. Although some modulation of the P3 by
congruity is likely, the evidence to date points to an
additive rather than interactive relationship. In an experi-
ment using short Kanji sentences that were either true
(red is red) or false (red is blue), Katayama and Yagi
(1992) observed both an N400 and a late positivity. The
colors for verification were presented either as words or
as colored patches. The results showed larger negativities
(presumed N400s) to mismatching than matching colors
regardless of modality as well as a large posterior posi-
tivity to the color patches that was equivalent for
matches and mismatches. Similarly, Kutas and Hillyard
(1980) found that the N400 elicited by semantic incon-
gruity and P560 elicited by a physical deviation (change
in font size) were additive when semantically incongru-
ous words were presented in unexpectedly large type. It
is on the basis of these findings that we think that the
smaller posterior N400 effect to pictures than words
cannot be explained fully by an overlapping P300.

Another potential, albeit less interesting, explanation
is that the distributional differences are a consequence
of the fact that word and picture conditions included
different sentence contexts. We conducted an additional
experiment on seven new subjects to rule out this pos-
sibility For this control experiment, each sentence of the
mixed condition that had ended with a picture in the
original experiment was now ended by a printed word
(i.e., the name of the picture). Thus, subjects experienced
all of the sentence fragments from the mixed presenta-
tion mode, except all the sentences terminated with
words. If some uncontrolled difference between the sets
of sentences used in the word and picture conditions
were responsible for the topographic ERP difference
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between words and pictures in the original experiment,
then a similar pattern of results should obtain even if the
pictures were replaced by their names. This was not the
case. As can be seen in Figure 8, semantically incongru-
ous minus congruous words gave rise to an N400 effect
that had the same scalp distribution for both sets of
sentences in the control experiment as it had for words
in the original experiment. An ANOVA of the control data
revealed no main effect of set [F(1,6) = 0.06, N.S.], or
interaction with congruity [F(1,6) = 0.55, N.S.], and no
interaction between set, congruity and site [F(25,150) =
0.45, N.S.]. It seems unlikely, therefore, that any of the
topographic differences in N400 scalp distribution for
pictures and words were due to some differences in the
materials used.

The other main topographic difference between
words and pictures was the presence of a larger congru-
i ty effect for pictures at frontal sites. This is generally
consistent with previous reports of a greater frontal
negativity between 300 and 500 msec for nonmatching
than matching pictures (e.g., Barrett & Rugg, 1990; Hol-
comb & McPherson, 1994) as well as for incongruous
relative to congruous pictures in sentences (compared
to congruous ones, Kutas & Van Petten, 1990). Nigam
et al. (1992) did not observe this frontal difference; how-
ever, they did not record at frontal sites.

At frontal sites the congruity difference ERP for pic-
tures onset around 150 msec (before that for words) and
peaked around 400 msec. Perhaps this indicates that
while the meaning of pictures was accessed more
quickly than that of words, its integration within a con-
text occurred more gradually. The quicker access for
pictures would follow from the less arbitrary relation-
ship between pictures and their referent in the real
world than that between written (or spoken) words and
their real-world referents. For example, pictures of ani-
mals have some visual features in common that distin-
guish them from utensils, which simply are not evident
in the actual names. Given that the brain tends to make
use of whatever information is available as quickly as it
can to decipher meaning, it is not unreasonable to think
that such perceptual aspects of a picture may serve to
initiate a congruity effect even before the object has
been fully identified. Note that the frontal electrodes
(sites 2 and 10) are situated almost in front of the
temporal poles and thus could easily pick up activity
from these brain regions.8 There is evidence that the
temporal poles are involved in human object recognition
(e.g., Sirigu et al., 1991). Neurophysiological studies on
monkeys also seem consistent with this account.9 For
example, Mikami, Nakamura, and Kubota (1993) found a
high percentage of neurons that responded maximally
to just one stimulus (stimulus selective) as well as "cate-
gorically selective" neurons in monkey temporal poles.
The categorically selective neurons gave virtually maxi-
mal responses to all the members of one of four catego-
ries (human faces, monkey faces, objects, abstract
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Figure 8. Comparisons between the normalized distribution of the N400 effect (mean amplitude of the difference waves between 325 and
475 msec) obtained in the control experiment (dashed lines) and in the mixed condition (solid lines). In the control experiment the same set
of words used in the mixed condition was compared to the set of words obtained by replacing all the pictures in the mixed condition by
their names. The top panel shows that the N400 to both sets of words in the control experiment does not differ from that to words in the
mixed condition. The bottom panel shows that the difference in N400 distribution for words and pictures is still present when the same set of
context sentences is used. See text for details.

patterns), but not to members of the remaining catego-
ries, indicating at least some kind of presemantic catego-
rization in such areas.

Blocking had an effect on hemispheric asymmetry;
specifically, we found that the N400 congruity effect for
pictures in the blocked condition was larger over the
right hemisphere. Although Nigam et al. (1992) did not
report any significant hemispheric asymmetries, the con-
gruity effect for pictures tended to be bigger over the
right hemisphere (Wernicke's sites, see their Fig. 3, p.18).
Their null result could have been due to a lack of
statistical power (only two electrodes were compared)
and the fact that the electrodes were not sufficiently
lateral (30% of interaural distance).

Blocking also affected the timing of the N400 congru-

ity effect. In the mixed presentation mode, the N400
congruity effect for pictures had a shorter peak latency
than that for words, suggesting that the semantic analysis
of pictures may proceed more quickly. This result seems
consistent with several reports that pictures are catego-
rized more quickly than words (e.g., Friedman & Bourne,
1976; Snodgrass & McCullogh, 1986; Caramazza et al.,
1990).10 The latency difference was not significant in the
blocked condition, mainly due to a slowing of processing
for pictures. The absence of a latency difference in the
blocked condition could reflect either real differences in
the underlying processes, or greater variability in the
peak latency of the N400 under these circumstances.
Visual inspection of the ERPs (Fig. 5) reveals that the
N400 in fact looked less peaked in the blocked than in
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the mixed condition, which might thus be a conse-
quence of greater latency variability in the blocked con-
dition.

Overall, the present data contradict the conclusion of
Nigam et al. (1992) that there is no reliable difference
between the congruity effects for words and pictures in
sentences. One possible explanation for this discrepancy
is that the between-subjects variability in the study of
Nigam et al. was very high. The amplitude of their N400s
to words was smaller (especially at occipital sites) than
that in the present experiment and in other reports,
while the amplitude of their N400s to pictures was
comparable to ours. This suggests that, perhaps, the sub-
jects in the two main conditions of the Nigam study
were not well-matched. One potential source of unac-
counted variance, among others that are known to affect
N400 amplitude, may be family history of left-handed-
ness (Kutas & Van Petten, 1990). An indirect example of
the problem of between-subject variability can be seen
in the present study: the mean amplitude of N400 effect
for exactly the same stimuli presented to two different
groups of subjects was markedly different: 4.1 µV (mixed
condition) versus 2.8 µV (control condition). One way
of dealing with this objection in future studies would
be to add a control condition that the subjects from all
the different groups experience; insofar as the ERPs to
the control stimuli do not differentiate the groups, a
stronger case can be made for whatever differences are
obtained in the data for the between-subject compari-
sons.

Our study was based on the rationale that similar
congruity effects for words and pictures would provide
evidence for a common semantic system hypothesis
while different congruity effects would provide evi-
dence for a multiple semantic systems hypothesis. As
noted in the introduction, this rationale and its variants
have often been used in addressing the issue of common
versus multiple semantic systems, both in the behavioral
and in the ERP literature. Although an in-depth analysis
of this rationale goes beyond the purpose of this paper,
we want to emphasize that the issue hinges critically on
what it is meant by "same semantic system." This is
unarguably a difficult issue as reflected by recent ani-
mated debates on the topic (e.g., Caramazza et al., 1990;
Shallice, 1993). Despite the progress in our under-
standing of how aspects of the external world are en-
coded in the brain (see, for example, the very elegant
studies by Tanaka, 1993 or Sakai & Miyashita, 1991 on
monkey inferotemporal cortices), at present there seems
to be a lack of information about the neural basis of
knowledge representations, upon which we could start
to formulate more refined questions that could be inves-
tigated empirically. In this paper we have shown by
using ERP evidence that if we accept this rationale then
the conclusion must be that there are multiple semantic
systems.
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SUMMARY AND CONCLUSIONS

In summary we found that (1) the time course of the
N400 congruity effect for words and pictures was very
similar; by contrast, (2) the scalp distributions of the
N400 congruity effect for pictures and words differed
significantly in that pictures were associated with a
larger frontal effect than words, and words were associ-
ated with a larger effect than pictures posteriorly; (3)
pictures were characterized by an early congruity effect
that did not seem to be present for words; and finally (4)
the peak latency of the N400 congruity effect was earlier
for pictures than for words but only in the mixed pres-
entation mode. According to the rationale that similar
congruity effects reflect the existence of a common
semantic system, the distributional differences are incon-
sistent with a strong common semantic system view.
However, the similarity in the time course of the word
and picture congruity effects also argues against a view
that words and pictures are processed in radically differ-
ent ways within semantic systems with different internal
or functional organizations. Our results are most consis-
tent with a view of semantic analysis that holds that the
meaning of words and pictures is determined by func-
tionally similar neural systems that are at least partially
nonoverlapping.

METHOD

Subjects

Twenty-eight native speakers of English were paid
$5.00/hour to participate in the experiment (12 males
and 16 females, 18 to 30 years of age, mean 21). All the
subjects were right handed with no family history of left
handedness. Fourteen subjects were assigned to the
blocked modality condition and 14 other subjects to the
mixed modality condition. The data from three subjects
(two in the mixed condition and one in the blocked
condition) had to be discarded because the recordings
were contaminated with eye movements. One subject's
data (in the blocked condition) were lost because of a
disk writing error. All the analyses were performed on
the remaining 24 subjects, 12 in each condition.

Materials

A total of 140 experimental sentences was used. The
same set of sentences was used in the mixed and in the
blocked conditions. They were divided into four sets of
35 sentences each, according to the type of ending: (1)
congruous/word, (2) congruous/picture, (3) incongru-
ous/word, (4) incongruous/picture. The cloze probability
of the endings was determined by calculating the per-
centage of individuals who completed the sentence with
that ending. Cloze data were collected from a different
group of 60 UCSD undergraduates. Each sentence had
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Figure 9. Schematic of the
electrode array used in the ex-
periments (thick labels). The
electrodes are arranged on a
series of four equally spaced
concentric rings. The outer-
most two rings are composed
of 10 equally spaced elec-
trodes. The third ring is com-
posed of 5 electrodes, and the
last one is composed of a sin-
gle electrode. The electrode
sites corresponding to the In-
ternational 10-20 system have
been superimposed for com-
parison (thin labels). Note that
electrode 1 corresponds ex-
actly to Fpz in the 10-20 sys-
tem, electrode 6 to Oz, and
electrode 26 to Cz.

an ending with a cloze probability greater than 0.7
(mean = 0.85). In half of the sentences, the high clone
ending was replaced with an item that could not be
integrated in the context of the sentence (incongruous
ending). All the word endings had an imageability score
greater than one standard deviation above the average
on Paivio's imageability scale. Word endings in the vari-
ous conditions were matched for frequency of occur-
rence (median = 37), length (mean length was 5.5),
concreteness (mean = 590), and imageability. Picture
endings were matched across conditions for familiarity
and visual complexity (Snodgrass & Vanderwart, 1980).
To minimize early visual processing differences all end-
ings, words, and pictures were matched for average area
(the area of the smallest rectangle around each word/
picture was always about 9 square deg, while the area
subtended by words varied from about 5 to 13 square
deg, with an average of 9 square deg, Theios & Amrhein,
1989), and line thickness (a rough matching for spatial
frequency). The average length and structural complex-
ity of the sentences also were matched across condi-
tions. Finally, when a picture sentence required a plural

ending, two instances of the required concept were
depicted to avoid case mismatches in the picture con-
ditions.

Procedure

Each subject was tested in one experimental session
lasting about 90 min, divided into two subsessions. The
order of the subsessions was counterbalanced across
subjects. The subjects were instructed to read the sen-
tences and to try to understand them. They were told
there would be a later test on the materials seen during
the ERP session. They were also instructed not to blink
during the presentation of the sentence. Each session
began with a short practice, followed by the experimen-
tal sentences. Each trial was preceded by a fixation
stimulus (red cross). Sentences were presented one
word at a time in the center of the screen (Fig. 1). The
duration of each word was proportional to its length, so
as to simulate fixation times during normal reading; it
varied between 215 and 365 msec/word. The ISI be-
tween successive items was 50 msec. The sentence final
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item was presented for a duration of 1000 msec, to avoid
stimulus offset ERPs. The final word was followed by a
green sign, after which the subject was allowed to blink.
At the end of the ERP session, subjects were adminis-
tered a recognition test on the endings of the sentences
to verify they had paid attention to the stimuli during
the ERP session.

Recordings

The EEG was recorded by means of Ag/AgCl electrodes
from 26 scalp sites (Fig. 9). This set of electrode sites
offers full coverage of the head, allowing more reliable
current source density analysis. All these electrodes, as
well as the right mastoid electrode, were referred to the
left mastoid. All the data were rereferenced off-line to the
average of the activity at left and right mastoids. Blinks
and vertical eye movements were monitored by an elec-
trode placed on the lower orbital ridge, also referred to
the left mastoid. Lateral eye movements were monitored
by two electrodes placed lateral to each eye, and the left
eye electrode was used as reference. The EEG was am-
plified by Grass amplifiers with a 0.01 to 100 Hz half-am-
plitude cutoff bandpass. The sampling rate was 250 Hz.
ERPs were averaged off-line for an epoch of 1024 msec,
beginning 150 msec before the onset of sentence end-
ing. Trials contaminated by eye movements or amplifier
blocking (about 10%) were rejected off-line. Electrode
impedances were kept below 5 k-ohms.
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Notes

1. Of course, there are many kinds of iconic symbols [see
Kolers and Brisson (1984) for a discussion]. In this paper
"iconic symbols" refer to simple line drawings of objects. Since
in most of the relevant literature "line drawing" and "picture"
are used interchangeably, we will uphold that tradition.
2. On this view, pictures and concrete words would share a

104

	

Journal of Cognitive Neuroscience

semantic system, whereas concrete words would differ from
abstract words.
3. These variants build in the necessary differences in visual
processing, but maintain that the final product of presemantic
visual processes is nonetheless a common semantic repre-
sentation. Presumably, the mode of entry is lost in this repre-
sentation.
4. This despite the fact that very few of the studies directly
compared the ERP effects to the different stimuli in the same
set of subjects.
5. Until recently a similar logic has allowed the various late
positivities to be subsumed under the P3 rubric.
6. Work done in collaboration with S. A. Hillyard.
7. Note that all the potentials are relative to the baseline, that
is, the average potential during the 150-msec period preceding
the onset of the stimulus.
8. We are of course aware that the relationship between scalp
distributions and neural generators is not a trivial one and that
our suggestion is at the moment speculative.
9. Of course there are some potential problems in drawing
parallels between the function of human and nonhuman brain
areas based on anatomical location. Although there is some
evidence that areas such as V4 and some inferotemporal cor-
tices are located in different places relative to sulcal/gyral
landmarks in human and nonhuman primates (e.g., Heywood
et al., 1993; Haxby et al., 1993), there is no direct evidence that
this is the case for temporal pole areas.
10. Notice that the presence of a strong semantic context, as
in our experiment, might produce a ceiling effect, thereby
reducing the advantage for pictures. Perhaps the use of a weak
semantic context would reveal a larger advantage for pictures.
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