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Evaluation of emotional scenes requires integration of information from different modality
channels, most frequently from audition and vision. Neither the psychological nor neural
basis of auditory–visual interactions during the processing of affect is well understood. In this
study, possible interactions in affective processing were investigated via event-related
potential (ERP) recordings during simultaneous presentation of affective pictures (from IAPS)
and affectively sung notes that either matched or mismatched each other in valence. To
examine the role of attention in multisensory affect-integration ERPs were recorded in two
different rating tasks (voice affect rating, picture affect rating) as participants evaluated the
affect communicated in one of the modalities, while that in the other modality was ignored.
Both the behavioral and ERP data revealed some, although non-identical, patterns of cross-
modal influences; modulation of the ERP-component P2 suggested a relatively early
integration of affective information in the attended picture condition, though only for
happy picture–voice pairs. In addition, congruent pairing of sad pictures and sad voice stimuli
affected the late positive potential (LPP). Responses in the voice affect rating taskwere overall
more likely to be modulated by the concomitant picture's affective valence than vice versa.
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1. Introduction

Judging the emotional content of a situation is a daily
occurrence that typically necessitates the integration of inputs
from different sensory modalities—especially vision and
audition. Although the combined perception of auditory and
visual inputs has been studied for some years (McGurk and
MacDonald, 1976; Stein and Meredith, 1993; Welch and
eburg.de (T.F. Münte).

er B.V. All rights reserved
Warren, 1986, see also Calvert, 2001 and Thesen et al., 2004
for reviews), the multisensory perception of emotion has only
relatively recently come into focus. Those studies investigating
the integration of affective information have typically used
emotional faces paired with emotionally spoken words
(Balconi and Carrera, 2005; de Gelder and Vroomen, 2000; de
Gelder et al., 1999; Massaro and Egan, 1996; Pourtois et al.,
2000). Behaviorally, face–voice pairs with congruent emotional
.
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expressions have been found to be associated with increased
accuracy and faster responses for emotion judgments com-
pared to incongruent pairs. Massaro and Egan (1996), for
example, used a computer-generated “talking head” with a
male actor's voice saying ‘please’ in a happy, neutral or angry
way, while the head's face displayed either a happy, neutral or
angry expression. Participants made two-alternative forced
choice judgments (happy or angry) on the audio-visual
percept. Reaction times increasedwith the degree of ambiguity
between the facial and vocal expressions. The probability of
judging the audio-visual performance as angry was calculated
for all conditions based on participants' responses. Overall,
facial expression had a larger effect on judgments than the
voice. However, when the facial expression was neutral, the
combined percept was influenced considerably by the expres-
sion of the voice. The authors concluded that the influence of
one modality on the emotion perception depended to a large
extent on how ambiguous or undefined affective information
in that modality was. de Gelder and Vroomen (2000) found an
overall larger effect of voice on the ratings of audio-visual
presentation than that reported by Massaro and Egan (1996).
Besides a possible difference betweenangry and sad faceswith
respect to salience, the different visual presentation formats
may help account for the somewhat different results. Specif-
ically, the use of moving faces by Massaro and Egan may have
led to visual dominance as in the ventriloquism effect (Stein
and Meredith, 1993). This possibility is supported by de Gelder
and Vroomen's (2000) observation that the effect of voice was
reduced, although not completely eliminated when partici-
pants were instructed to selectively attend the face and ignore
the voice. They also confirmedMassaro andEgan's finding that
voice information had a greater impact when facial expres-
sions were ambiguous.

Of particular interest in the realm of audio-visual integra-
tion is the question of timing, namely, when in the processing
stream does the integration actually take place? Using event-
related brain potentials (ERP) to examine the time course of
integrating emotion information from facial and vocal stimuli,
Pourtois et al. (2000) found a sensitivity of the auditory N1
(∼110 ms) and P2 (∼200 ms) components to the multisensory
input: N1 amplitudes were increased in response to attended
angry or sad faces thatwere accompanied by voices expressing
the same emotion, while P2 amplitudes were smaller for
congruent face–voice pairs than for incongruent pairs. By
presenting congruent and incongruent affective face–voice
pairs with unequal probabilities, de Gelder et al. (1999) evoked
auditory mismatch negativities (MMN) in response to incon-
gruent pairs as early as 178 ms after voice onset. Both of these
results suggest that interactions between affective informa-
tion from the voice and the face take place before either input
has been fully processed.

Considerably less effort has been directed toward the
integration of emotional information from more abstractly
related inputs as they typically occur in movies, commercials
or music videos (but see de Gelder et al., 2004 for discussion).
Though music has been found to be suitable to alter a film's
meaning (Bolivar et al., 1994; Marshall and Cohen, 1988), no
attempt has been made to study the mechanisms involved in
the integration of emotion conveyed by music and visually
complex material. We assume that integration of complex
affective scenes and affective auditory input takes place later
than integration of emotional faces and voices because the
affective content of the former is less explicit and less salient
and thereby requires more semantic analysis before their
affective meaning can begin to be evaluated. Although earlier
components such as the N2 have been reported to be sensitive
to emotional picture valence (e.g., Palomba et al., 1997), the
most commonly reported ERP effect is modulation of P3
amplitude: pictures of pleasant or unpleasant content typi-
cally elicit a larger P3 (300–400 ms) and subsequent late
positive potential (LPP) than neutral pictures (Diedrich et al.,
1997; Johnston et al., 1986; Palomba et al., 1997; Schupp et al.,
2000). LPP amplitude also has been found to vary with the
degree of arousal; both pleasant and unpleasant pictures with
highly arousing contents elicit larger LPP amplitudes than
affective pictures with low arousal (Cuthbert et al., 2000). The
finding that affective (compared to non-affective) pictures
elicit a pronounced late positive potential which is enlarged by
increasing arousal has been taken to reflect intensified
processing of emotional information that has been catego-
rized as significant to survival (Lang et al., 1997). The P3 in such
studies has been taken to reflect the evaluative categorization
of the stimulus (Kayser et al., 2000).

Support for the notion that an integration of affective
pictures of complex scenes and affective voices takes place
later than integration of affective faces and voices (de Gelder et
al., 2002) comes fromthedemonstration that theauditoryN1 to
fearful voices is modulated by facial expressions even in
patients with striate cortex damage who cannot consciously
perceivethefacialexpression(deGelderetal., 2002). Incontrast,
pictures of emotional scenes did not modulate early ERP
componentseventhoughthepatients'behavioralperformance
indicated that the picture content had, though unconsciously,
been processed. The authors suggested that while non-striate
neural circuits alone might be able to mediate the combined
evaluation of face–voice pairs, integrating the affective content
fromvoicesandpictures is likely to require that cortico-cortical
connections with extrastriate areas needed for higher order
semantic processing of the picture content be intact.

To examine the time course of integrating affective scene–
voice pairs in healthy subjects, we recorded event-related
brain potentials (ERP) while simultaneously presenting affec-
tive and neutral pictures with musical tones sung with
emotional or neutral expression. Our aim was to assess
when and to what extent the processing of affective pictures
is influenced by affective information from the voicemodality.
In addition, we examined the relative importance of attention
to this interaction by directing participants' attention to either
the picture modality or the voice modality.

We hypothesized that affective information in the auditory
modality can facilitate as well as impede processing of
affective information in the visual modality depending on
whether the emotion expressed in the voice matches the
picture valence or not. Presumably congruent information
enhances stimulus salience, while incongruent information
leads to an ambiguous percept, thereby reducing stimulus
salience. Given what is known from investigations of affective
picture processing as well as from picture–voice integration in
patients with striate damage, we do not expect integration to
manifest in ERP components before 300 ms post-stimulus
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onset. Rather, we think it more likely that the simultaneously
presented auditory information will have a modulating effect
on the P3 and the subsequent late positive potential, assuming
that significance of the pictures would be influenced by
related additional information. We are less certain of what
to expect when participants attend to the voice instead of the
picture. The amplitude of the P3 to auditory (non-affective)
oddball target stimuli co-occurring with visual stimuli is
smaller in conjunction with affective faces (Morita et al.,
2001) and affective pictures (Schupp et al., 1997) than with
neutral visual stimuli. Such results have been interpreted as
reflecting a re-allocation of attentional resources away from
the auditory input to the affective pictures. Thus, it may be
that the ERP pattern obtained in the attend-voice-task will
differ significantly from that in the attend-picture-task.
2. Results

2.1. Behavioral results

Separate ANOVAs on two repeated measures (factor
‘valenceatt’ [=valence in the attended modality (happy,
neutral, sad)] and factor ‘valenceunatt’ [=valence in the unattend-
edmodality (happy,neutral, sad)])wereconducted forboth rating
tasks (formean ratings and standard deviations in the 9 different
conditions per task, see Table 1). In the attend-picture-task, we
found a significant main effect of valence of the attended
modality with mean ratings for happy, neutral and sad pictures
being 5.71, 3.94 and 2.19, respectively (valenceatt F(2,26) = 356.4,
P b 0.001). Post hoc analysis (Scheffé) revealed all categories
differed significantly from each other (all P b 0.01). There was no
main effect of the emotion expressed by the unattended voice
stimuli on picture valence ratings (valenceunatt F(2,26) = 2.14,
P = 0.15) and picture valence and voice valence did not interact (F
(4,52) = 0.58, P = 0.64).

In the attend-voice-task, mean ratings for happy, neutral and
sad voice stimuli also differed as expected (4.83, 3.91 and 3.61,
respectively; valenceatt F(2,26) = 68.5, P b 0.001). Post hoc
Table 1 – Behavioral results

Attend-picture-task Attend-voice-task

Picture
valence

Voice
valence

Picture
rating
mean
(SD)

Voice
valence

Picture
valence

Voice
rating

mean (SD)

Happy Happy 5.77 (0.42) Happy Happy 5.07 (0.38)
Happy Neutral 5.72 (0.45) Happy Neutral 4.79 (0.44)
Happy Sad 5.65 (0.55) Happy Sad 4.63 (0.53)
Neutral Happy 3.92 (0.21) Neutral Happy 4.06 (0.33)
Neutral Neutral 3.92 (0.15) Neutral Neutral 4.01 (0.31)
Neutral Sad 3.90 (0.20) Neutral Sad 3.65 (0.47)
Sad Happy 2.19 (0.41) Sad Happy 3.79 (0.45)
Sad Neutral 2.20 (0.38) Sad Neutral 3.61 (0.32)
Sad Sad 2.18 (0.33) Sad Sad 3.42 (0.42)

Mean valence ratings for pictures in the attend-picture-task (left)
and for voices in the attend-voice-task (right) for all possible
picture–voice combinations.
analysis (Scheffé) revealed significant differences between all
three categories (all P b 0.001). In contrast to the picture
valence ratings, however, there was a significant main effect
of the valence of the concurrently presented unattended
picture on voice valence ratings (valenceunatt F(2,26) = 14.0,
P b 0.001). Happy voice stimuli were rated more positive when
paired with a happy picture than when paired with a sad
picture (5.07 versus 4.63; t(13) = 4.77, P b 0.01). The same was
true for neutral voice stimuli (4.06 versus 3.65; t(13) = 2.72,
P b 0.05). No reliable influence of picture valence was observed
for sad voice stimuli. Nevertheless, voice valence and picture
valence did not interact (F(4,52) = 1.10, P = 0.36).

2.2. ERP data

2.2.1. Valence effect

2.2.1.1. Attend-picture-task
2.2.1.1.1. Effect of (attended) picture valence. ERPs

recorded in the attend-picture-task are depicted in Fig. 1.
Responses to neutral, happy and sad pictures collapsed
across voice valence are superimposed. Picture valence
affected the amplitude of P2, P3 and N2b (valenceatt F
(2,26) = 8.86, 4.76, 7.23, all P b 0.05) as well as the LPP (F
(2,26) = 18.78, P b 0.001). Pair wise comparisons revealed that
P2 was more pronounced for happy pictures than for neutral
(F(1,13) = 36.64, P b 0.001) and sad (F(1,13) = 5.42, P = 0.037)
pictures. Since P3, N2b and LPP effect interacted with
caudality (F(4,52) = 6.86, 3.75, and 3.53, all P b 0.01), pair
wise comparisons were conducted separately at prefrontal,
fronto-central and parieto-occipital sites (see Table 2 for F
values). Starting at 380 ms, the ERP was more positive going
for happy pictures than for neutral and sad pictures at
prefrontal sites. The pattern changed towards the back of the
head and at parieto-occipital electrodes where both happy
and sad pictures elicited equally greater positivities than did
neutral pictures.
2.2.1.1.2. Effect of (unattended) voice valence. To deter-
mine what effect(s) the valence of the unattended voice
stimuli had on the brain response to picture stimuli, ERPs
elicited by pictures paired with different valence voices
were superimposed separately for happy, neutral and sad
pictures (shown for 3 midline sites in Fig. 2). A valence
effect of the unattended voice modality was found for the
N1 component; this effect varied with electrode location
(valenceunatt × caudality F(4,52) = 3.90, P b 0.01). At parieto-
occipital sites pairing with sad voices led to reduction of
the N1 amplitude compared to pairing with neutral (F
(1,13) = 11.43, P b 0.005) or happy voices (F(1,13) = 8.86,
P = 0.011). A main effect of voice valence was found for the
P2 components (valenceunatt F(2,26) = 3.56, P = 0.043). P2
amplitudes were larger for all pictures paired with happy
than sad voices (F(1,13) = 5.72, P = 0.033) or with neutral
voices (although this difference was marginally significant:
F(1,13) = 3.93, P = 0.069). At fronto-central electrodes,
congruent pairings of happy pictures with happy voices
yielded the largest P2 amplitudes overall (compared to sad
picture/happy voice: F(1,13) = 10.05, P = 0.007, and neutral
picture/happy voice F(1,13) = 36.02, P b 0.001; interaction
valenceatt × valenceunatt × caudality F(8,104) = 2.08,



Fig. 1 – Effects of (attended) picture valence in the attend-picture-task: depicted are grand average ERPs to the three
different categories of picture valence (happy, neutral, sad) at prefrontal (top two rows), fronto-central (middle two rows)
and parieto-occipital electrodes (bottom two rows) (for specific locations, see Fig. 6).
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P = 0.044). Finally, attended picture modality interacted
with unattended voice modality between 500 and 1400 ms
(valenceatt × valenceunatt F(4,52) = 2.72, P = 0.040).This LPP
was only affected by voice valence when sad pictures were
presented. It was more pronounced in combination with a
sad than with a neutral voice stimulus (F(1,13) = 22.40,
P = 0.000). At prefrontal electrodes, sad pictures paired
with happy voices also led to a more pronounced LPP than
when paired with neutral voices (interaction with caudality
(F(2,26) = 3.54, P b 0.05), but pair-wise comparison at
prefrontal electrodes did not reach significance (F
(1,13) = 3.43, P = 0.087).
Table 2 – Effect of picture valence

Attend-picture-ta

380–420 ms 420–500 ms

Prefrontal Happy–neutral 7.15 ⁎ 14.17 ⁎⁎
Happy–sad 9.69 ⁎⁎ 8.27 ⁎
Neutral–sad n.s. n.s.

Fronto-central Happy–neutral n.s. 22.17 ⁎⁎⁎
Happy–sad 11.16 ⁎⁎ n.s.
Neutral–sad n.s. n.s.

Parieto-occipital Happy–neutral 8.45 ⁎ 23.96 ⁎⁎⁎
Happy–sad n.s. n.s.
Neutral–sad 6.41 ⁎ 7.56 ⁎

Pairwise comparison of ERP averages to pictures of different valence in
significant F values (df = 1,13) for comparison ofmean amplitudes in the P3
three levels of caudality (prefrontal, fronto-central and parieto-occipital).
n.s.—not significant.
⁎ P b 0.05.
⁎⁎ P b 0.01.
⁎⁎⁎ P b 0.001.
2.2.1.2. Voice-rating task
2.2.1.2.1. Effect of (unattended) picture valence. When

participants were asked to attend the voice instead of the
picture, picture valence affected P3 amplitudes (F(2,26) = 10.01,
P b 0.001) and N2b (F(2,26) = 2.16, P b 0.05) (see Fig. 3): P3 was
greater for neutral pictures than for sad (F(1,13) = 28.79,
P = 0.000) or happy (F(1,13) = 5.62, P = 0.034) pictures. The effect
was largest over fronto-central electrodes (interaction with
caudality (F(4,52) = 5.32, P b 0.001; see Table 2 for details). Sad
pictures led to a larger N2b than happy and neutral pictures.
This effect also interacted with caudality (F(4,52) = 10.23,
P b 0.000), reflecting a larger effect at prefrontal sites than at
sk Attend-voice-task

500–1400 ms 380–420 ms 420–500 ms 500–1400 ms

8.86 ⁎ n.s. n.s. n.s.
6.88 ⁎ 10.10 ⁎⁎ 12.96 ⁎⁎ n.s.
n.s. 25.54 ⁎⁎⁎ 19.49 ⁎⁎ 6.29 ⁎
81.23 ⁎⁎⁎ 7.33 ⁎ n.s. n.s.
n.s. n.s. n.s. n.s.
29.59 ⁎⁎⁎ 22.53 ⁎⁎⁎ 8.00 ⁎ n.s.
18.00 ⁎⁎ 4.98 ⁎ n.s. n.s.
n.s. n.s. n.s. 9.65 ⁎⁎
21.19 ⁎⁎ 5.11 ⁎ n.s. 14.69 ⁎⁎

the attend-picture- (left) and the attend-voice-task (right). Given are
(380–420ms), N2b (420–500ms) and LPP (500–1400ms) timewindow at



Fig. 2 – Effects of (unattended) voice valence in the attend-picture-task: grand average ERPs to the three different categories
of voice valence (happy, neutral, sad), separately depicted for happy (A), neutral (B) and sad (C) pictures at three midline
electrodes (MiPf = midline prefrontal, MiCe = midline central, MiPa = midline parietal). Time windows with significant
effects of affective valenceunatt or valenceatt × valenceunatt − interaction are highlighted.
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any other sites (see table for details). The LPP effect seen in the
attended picture condition was reduced and interacted with
caudality (F(4,52) = 8.62, P b 0.000). Prefrontally, neutral pictures
led to a greater positive deflection than sad pictures, while
parieto-occipitally, sad pictures led to a greater positivity than
Fig. 3 – Effects of (unattended) picture valence in the attend-voic
different categories of picture valence (happy, neutral, sad) at pr
and parieto-occipital electrodes (bottom two rows) (for specific lo
happy and neutral pictures (see Table 2 for details). No effect of
picture valence was found for the P2 (F(2,26) = 2.31, n.s.).
2.2.1.2.2. Effect of (attended) voice valence. The N1 effect
of voice valence reported for the attend-picture-task did not
reach significance (F(2,26) = 2.53, P = 0.099) in the attend-voice-
e-task: depicted are grand average ERPs to the three
efrontal (top two rows), fronto-central (middle two rows)
cations, see Fig. 1).



Fig. 4 – Effects of (attended) voice valence in the attend-voice-task: grand average ERPs to the three different categories of voice
valence, separately depicted for happy (A), neutral (B) and sad (C) pictures at threemidline electrodes (MiPf =midline prefrontal,
MiCe = midline central, MiPa = midline parietal). Time windows with significant effects of affective valenceunatt or
valenceatt × valenceunatt − interaction are highlighted.
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task (Fig. 4). However, valence of the voice stimulus, now
attended, had a significant main effect on P2 amplitude
(valenceatt F(2,26) = 6.19, P b 0.01). Again, the P2 was more
pronounced when happy voice stimuli were presented than
when neutral (F(1,13) = 7.29, P = 0.018) or sad (F(1,13) = 12.09,
P = 0.004) voiceswere presented. No effect of voice valencewas
found for the LPP (F(2,26) = 1.84, P = n.s.).

2.2.2. Task effect
ERPs were affected by the task manipulation. From 250 ms
onwards, ERPs took a relativelymore positive course when the
picturewas being rated thanwhen the voicewas being rated (F
values for consecutive time windows starting at 250 ms (1,13):
18.93, 76.19, 148.38, 20.83, all P b 0.000). Between 250 and 500
ms, a main effect of caudality reflected greater positivity at
parieto-occipital than at prefrontal and fronto-central leads in
both tasks (F(2,26) = 48.55, 46.08, 63.81, all P b 0.001) (see Fig. 5).
During the LPP, the caudality pattern interacted with task
(interaction task × caudality F(2,26) = 18.67, P b 0.001), reflecting
equipotential LPPs across the head in the voice-rating task and
a more frontally distributed positivity in the picture rating
task.
Fig. 5 – Task effect: comparison of grand average ERPs of
attend-picture-task (dotted line) and attend-voice-task (solid
line) at three midline electrodes (MiPf = midline prefrontal,
MiCe = midline central, MiPa = midline parietal) collapsed
over all conditions.
3. Discussion

While it may not be surprising that people combine facial
expressions with voice tones to gauge others' emotional
states, it does not necessarily follow that people's affective
ratings or processing of pictures would be influenced in any
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way by the affective content of a concurrent but irrelevant
sung note or vice versa. The current study, however, provides
both behavioral and electrophysiological evidence for some
interaction at the level of affect between simultaneously
presented pictures and voices, even when only one of these
modalities is actively attended (by instruction).

We had hypothesized that additional affective information
in an unattended modality would have a certain potential to
intensify or reduce affective impact of an emotional picture
stimulus depending on whether its valence is congruent or
incongruent with the picture valence. Although the rating of
the pictures did not show a bias towards the valence of the
concurrently presented voices, ERP responses indicate mod-
ified processing of picture–voice pairs with matching affective
valence. Sad pictures evoked a more positive-going LPP when
the accompanying voice was also sad. Congruent pairing of
happy pictures and happy voices led to enlargement of the P2
component.

3.1. P2 effect

While we thought it likely to find modulations of ERP
components known to reflect stimulus significance such as
P3 and LPP, we had not, however, expected to find such an
early effect of affective coherence as the P2 effect for happy
picture–voice pairs. P2 is known to be an early sensory
component that can be modulated by acoustical features of
an auditory stimulus such as loudness or pitch (Antinoro et al.,
1969; Picton et al., 1970). In fact, the main effects of voice
valence on the early components N1 and P2, found in both
tasks, can be linked to differences in the acoustic structure of
the voice stimuli. Musical notes expressing sadness tend to
have a slower tone attack, also described as longer rise time,
than happy notes (see Juslin and Laukka, 2003 for a review),
and increasing rise times are known to reduce the amplitude
of auditory onset potentials (Elfner et al., 1976; Kodera et al.,
1979). This explanation cannot, however, account for the
striking asymmetry in P2 amplitude between congruent and
incongruent happy picture–voice pairs. Obviously, the simul-
taneous presentation of the happy picture has led to enhanced
processing of the happy voice, clearly indicating an early
integration of the two modalities. Modulation of the P2
component has already been reported in audio-visual object
recognition tasks. In designs comparing the ERP to simulta-
neous audio-visual presentation with the ‘sum’-ERP of the
unimodally presented stimuli, P2 is larger in the ‘simulta-
neous’-ERPs (Giard and Peronnet, 1999; Molholm et al., 2002).
The functional significance of this effect, however, remains
unclear. Pourtois et al. (2000) reported modulation of P2 in
response to emotional congruent face–voice pairs. However,
the question arises: why did we find such an early effect for
happy pictures but not for sad ones? It is possible that due to
their specific physical structure (loud tone onset), happy voice
stimuli are harder to ignore than sad or neutral voice stimuli
and thus more likely to be integrated early in the visual
perception process. Moreover, it is conceivable that happy
pictures, too, are characterized by certain physical features
such as a greater brightness and luminance than, e.g., sad
pictures. It is known that certain sensory dimensions corre-
spond across modalities, and that dimensional congruency
enhances performance even when task irrelevant. For exam-
ple, pitch and loudness in audition have been shown to
parallel brightness in vision (Marks et al., 2003). Thus, loud and
high pitched sounds that are paired with bright lights result in
a better performance than incongruent pairing with dim
lights. Findings that such cross-modal perceptual matches
can already be made by small children has led researchers to
assume similarity of neural codes for pitch, loudness and
brightness (Marks, 2004; Mondloch and Maurer, 2004). How-
ever, the notion that P2 reflects such loudness–brightness
correspondence would need to be studied in future experi-
ments. The picture–voice–valence interaction vanished when
the attentionwas shifted frompictures to voices in the attend-
voice-task indicating that whatever caused the effect of
picture valence on the auditory component was not an
automatic process but required attending to the picture.

3.2. LPP effect

In line with our hypothesis, the LPP in the attend-picture-task
was enhanced for sad pictures that were paired with sad voice
stimuli. Based on the assumption that LPP amplitude increases
with stimulus significance and reflects enhanced processing, it
can be inferred that the additional congruent affective informa-
tionhas intensified theperceivedsadness or at leastmade it less
ambiguous. Happy pictures, too, gained enhanced processing
whenpairedwith happy voices, thoughonly over visual areas at
the back of the head. However, the latter effect did not become
significant. Perhaps if the valence in the voiceswould have been
more salient, it would have been more easily extracted
automatically and had a greater influence on the ERPs to
pictures. Nevertheless, our data imply that even affective
information that is less naturalistically associated than faces
and voices is integrated across channels. Thus, our results
underline the role of emotional coherence as a binding factor.

3.3. Effect of task

The change of attentional focus from pictures to voices in the
attend-voice-task had a considerable effect on the ERP with
amplitude and topographical differences starting at around
250 ms. Both tasks elicited a late positivity starting at ∼400 ms
with a maximum at about 600 ms at parietal sites. Only at
prefrontal and fronto-central electrodes the positivity contin-
ued to the end of the time window (1400 ms). A frontal effect
with a similar time course has previously been described in
response to emotional stimuli when the task specifically calls
for attention to the emotional content (Johnston and Wang,
1991; Johnston et al., 1986; Naumann et al., 1992) and has been
taken to reflect engagement of the frontal cortex in emotional
processing (Bechara et al., 2000). However, shifting the
attention away from the pictures in the voice-rating task
resulted in an overall more negative going ERP. Particularly at
prefrontal and frontal electrodes, P3 and LPP were largely
reduced in the voice-rating task compared to the picture rating
task. Naumann et al. (1992) reported a similar pattern after
presenting affective words and asking two groups of partici-
pants to either rate the affective valence (emotion group) or to
count the letters of the words (structure group). The resulting
pronounced frontal late positive potential only present in the
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emotion group was interpreted as reflecting emotion specific
processes. It thus seems that rating the voice valence was a
suitable task to shift participants' attention away from the
emotional content of the pictures. It also indicates that the
frontal cortex is less involved in the evaluation of the affective
voice stimuli than in evaluation of the picture. We will now
discuss the effects of picture and voice valencewhen attention
was drawn off the pictures.

The rating of the voices was considerably biased by the
valence of the pictures. It seemed to have been much more
difficult to fight off the impression of the picture than
ignoring the voice. The bias of affective ratings of faces and
voices has been reported to be stronger if the expression of
the to be rated item was neutral (Massaro and Egan, 1996).
Though we did not find such a relationship in the behavioral
data of the voice-rating task, the ERP recording revealed
larger P3 amplitudes for neutral than for happy or sad
pictures. We think that this pattern reflects a shift of
attentional resources. As has been suggested by others
(Morita et al., 2001; Schupp et al., 1997), more attentional
resources were available for the auditory stimulus (resulting
in an enhanced P3) when the concurrently presented picture
was not affective and/or arousing than when it was. As an
additional effect of picture valence, sad pictures elicited a
larger N2b than happy and neutral pictures over the front of
the head. Enhanced N2b components over fronto-central
electrode sites are typically observed when response prepa-
ration needs to be interrupted as in response to NoGo items
in Go/NoGo tasks (Eimer, 1993; Jodo and Kayama, 1992;
Pfefferbaum and Ford, 1988). Based on the finding that
negative items are more likely than positive items to bias a
multisensory percept (Ito and Cacioppo, 2000; Ito et al., 1998;
Windmann and Kutas, 2001), we might speculate that sad
pictures are more difficult to ignore and thus lead to a greater
NoGo response.

The greater LPP amplitude for affective versus non-
affective pictures that is characteristic for affective picture
processing (Cuthbert et al., 2000; Ito et al., 1998; Palomba et
al., 1997; Schupp et al., 2000) and which had been observed
in the attend-picture-task appeared to be largely reduced if
attention was directed away from the visual toward the
auditory modality. Diedrich et al. (1997), likewise, did not
find a difference between affective and neutral pictures
when participants' were distracted from attending to the
emotional content of the pictures by a structural processing
task. In the present study, however, the effect of valence
on the LPP while reduced was not completely eliminated.
Prefrontally, neutral pictures were associated with a greater
positive deflection than sad pictures, while parieto-occipi-
tally, sad pictures were associated with a greater positivity
than happy and neutral pictures. Against the theoretical
background that LPP amplitudes to affective stimuli reflect
their intrinsic motivational relevance (Cuthbert et al., 2000;
Lang et al., 1997), both the parietal as well as the prefrontal
effect seem to be related to the perceived valence of the
multisensory presentation. However, perceived valence was
not always dominated by the valence of the to-be-attended
voice modality. The prefrontal effect bears some similarity
to the P3 effect of picture valence discussed earlier. The
valence of the voices could only be adequately processed if
the evaluation was not disturbed by arousing content of
affective pictures. While the dominant (sad) picture valence
influences neural responses mainly over primary visual
areas at the back of the head, detection of happy and sad
voice tones is accompanied by enhanced positivities over
prefrontal sites which, if taken at face value, reflect activity
of brain areas known to be involved in the processing of
emotional vocalizations (Kotz et al., 2003; Pihan et al., 2000;
Wildgruber et al., 2004) as well as emotion in music
(Altenmuller et al., 2002; Schmidt and Trainor, 2001). The
different topographies, thus, implicate at least two separate
processes, each related to modality-specific processing of
affect.
4. Conclusion

We have delineated the time course of integration of affective
information from different sensory channels extracted from
stimuli that are only abstractly related. Our data indicate that
integration of affective picture–voice pairs can occur as early
as 150 ms if the valence information is salient enough.
Congruent auditory information evokes enhanced picture
processing. We thus demonstrated that audio-visual integra-
tion of affect is not reduced to face–voice pairs but also occurs
between voices and pictures of complex scenes. Probably
because the human voice is a particularly strong emotional
stimulus, affective information is automatically extracted
from it even if it is not task relevant. Our data further highlight
the role of attention in the multisensory integration of
affective information (de Gelder et al., 2004), indicating that
integration of picture and voice valence require that pictures
are attended.

4.1. Notes

Pictures used from the IAPS were 1463, 1610, 1710, 1920, 2040,
2057, 2080, 2150, 2160, 2311, 2340, 2530, 2550, 2660, 4220, 5480,
5760, 5910, 7580, 8190, 8470, 8540, 2840, 2880, 2890, 7160, 4561,
5510, 5531, 6150, 7000, 5920, 7002, 7004, 7009, 7010, 7020, 7035,
7050, 7185, 7233, 7235, 7950, 8160, 2205, 2710, 2750, 2800, 2900,
3180, 3220, 3230, 3350, 6560, 6570, 9040, 9050, 9181, 9220, 9340,
9421, 9433, 9560, 2590, 2661, 3300.
5. Experimental procedure

5.1. Stimuli

5.1.1. Picture stimuli
Picture stimuli were 22 happy, 22 neutral and 22 sad pictures from
the International Affective Picture System (IAPS) (Lang et al., 1995).

Because the experimental setup required that the pictures be
presented for very short durations (300–515 ms), a preexperiment
was conducted to assure that the pictures could still be recognized
and evaluated similarly to the reported ratings (Lang et al., 1995)
even with presentation times as short as 300 ms. In the
preexperiment, a larger pool of IAPS pictures (30 per emotion
category) was presented to 5 different volunteers (all PhD
students, age 25 to 30 years, 4 female) with duration times
randomized between 302 and 515 ms. Participants were asked to



Fig. 6 – Distribution of electrode locations over the head as
seen from above. Electrodes used for statistical analysis are
printed in bold. Filled circles mark positions where electro-
des of the 10–20 system would be (MiPf corresponds to Fpz,
MiCe to Cz, MiPa to Pz and MiOc to Oz).
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rate the pictures with regard to emotional valence and arousal on
7-point scales. Participants were additionally asked to note
whenever they thought the picture was too hard to recognize or
too shocking. Pictures were excluded whenever any one partici-
pant's valence rating did not match Lang et al.'s rating (e.g., happy
instead of sad or vice versa) or whenever anyone noted that a
picture was too difficult to recognize or repulsive. The mean
valence ratings of the remaining 22 pictures per category were 5.90
(SD 0.39) for happy pictures, 4.02 (SD = 0.36) for neutral pictures
and 1.80 (SD 0.58) for sad pictures. Valence ratings among the
three categories differed significantly as tested with an one-way
ANOVA (F(2,63) = 447.27, P b 0.001) and post hoc Scheffé tests
(P b 0.001 for all comparisons). Analogous to Lang et al. (1995),
arousal ratings were higher for both happy and sad than for
neutral pictures (4.29 (SD = 0.82), and 4.07 (SD = 0.84) versus 2.15
(SD = 1.21); F(2,63) = 31.78, P b 0.001; post hoc (Scheffé): P b 0.001 for
sad versus neutral and for happy versus neutral).

5.1.2. Voice stimuli
Voice stimuli were generated from 10 professional opera singers
and advanced singing students (5 women) asked to sing the
syllable ‘ha’ with a happy, sad or neutral tone. From 200 different
tones, twenty-two were selected for each emotional category
based on the valence ratings of 10 raters (age 21–30, 5 female) on a
7-point scale (1 = extremely sad to 7 = extremely happy). The
selected stimuli met the following criteria: their mean ratings
were within the category boundaries (rating b3 sad, N5 happy,
between 3 and 5 neutral), and they were consistently rated as
happy (responses had to be 5,6 or 7), neutral (responses had to be
3,4 or 5) or sad (responses had to be 1,2 or 3) by at least 7 of 10
raters. All tones were also rated by these same participants for
arousal on a 7-point scale (1 = ‘not arousing at all’ to 7 = ‘extremely
arousing’). Mean valence ratings by category were 5.23 (SD = 0.35)
for happy, 3.91 (SD = 0.28) for neutral and 2.81 (SD = 0.44) for sad
notes. Mean ratings between all three categories were significant-
ly different as tested with an one-way ANOVA (F(2,63) = 247.03,
P b 0.001) and post hoc Scheffé tests (P b 0.001 for all comparisons).
Mean arousal ratings for happy, neutral and sad notes on a 7-point
scale were 2.62 (SD = 0.37), 2.18 (SD = 0.28) and 2.51 (SD = 0.27),
respectively. As for pictures, arousal ratings were higher for both
happy and sad than for neutral notes (F(2,63) = 12.07, P b 0.001; post
hoc (Scheffé): P b 0.01 for sad versus neutral and for happy versus
neutral). Between valence categories, notes were matched for
length (mean = 392ms, SD = 60ms) and pitch level (range: A2–A4). A
total of 66 voice stimuli were digitized with a 44.1-kHz sampling
rate and 16-bit resolution. The amplitude of all sounds was
normalized to 90% so the maximum peak of a waveform was
equally loud across all the notes.

5.1.3. Picture–voice pairings
Picture and voice stimuli were combined such that each
picture was paired once with a happy, once with a neutral and
once with a sad voice. Likewise, each voice stimulus was
paired with a happy, a neutral and a sad picture. Thus, all
pictures and all sung notes were presented three times, each
time in a different combination. Picture–voice pairs were
created randomly for each participant. To increase the overall
number of trials, the resulting set of 198 pairs was presented
twice in the experiment, each time in a different randomized
order.

5.2. Participants

Fourteen right-handed students (age range 18–27 years, mean = 21
years (SD = 2.75), 8 women) received either money or course credit
for their participation in the experiment. None of the participants
considered him- or herself a musician, though some reported
having learned to play a musical instrument at some point.
Participants gave informed consent, and the study was approved
by the UCSD Human Subjects' Internal Review Board. Prior to the
experiment, participants were given a hearing test to allow for an
individual adjustment of audio volume.

5.3. Task procedure

Participants were tested in a sound attenuating, electrically
shielded chamber. They were seated 127 cm in front of a 21-in.
computer monitor. Auditory and visual stimuli were presented
under computer control. Each trial started with a black screen for
1600 ms. Picture and voice pairs were presented simultaneously
following the presentation of a crosshair, orienting participants
toward the centre of the screen. The interval between cross onset
and stimulus onset was jittered between 800 and 1300 ms to
reduce temporal predictability. Voice stimuli were presented via
two loudspeakers suspended from the ceiling of the testing
chamber approximately 2 m in front of the subjects, 0.5 m above
and 1.5 m apart. Each picture remained on screen as long as the
concomitant auditory stimulus (ranging from 302 to 515 ms)
lasted. Pictures subtended 3.6 × 6.3° of visual angle
(width × height).

Two different tasks were alternated between blocks. In the
attend-picture-task, participants were asked to rate picture valence
on a 7-point scale (ranging from 1 = very sad to 7 = very happy)
while ignoring the voice stimulus. In the attend-voice-task, partici-
pants were asked to rate the emotional expression of the voice
(sung note) on the same scale while ignoring the picture stimulus.
Participants gave their rating orally after a prompt to do so
appeared on the screen 1500 ms after stimulus offset. After their
response had been registered, the next trial was started manually
by the experimenter. Trial durations ranged between 4102 and
4815 ms. Order of task blocks was counterbalanced. Prior to the
experiment, participants took part in a short practice block.

5.4. ERP recording

The electroencephalogram (EEG) was recorded from 26 tin
electrodes mounted in an elastic cap (see Fig. 6) with reference
electrodes at the left and right mastoid. Electrode impedance was
kept below 5 kΩ. The EEG was processed through amplifiers set at
a bandpass of 0.016–100 Hz and digitized continuously at 250 Hz.
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Electrodes were referenced on-line to the left mastoid and re-
referenced off-line to the mean of the right and left mastoid
electrodes. Electrodes placed at the outer canthus of each eyewere
used to monitor horizontal eye movements. Vertical eye move-
ments and blinks were monitored by an electrode below the right
eye referenced to the right lateral prefrontal electrode. Averages
were obtained for 2048-ms epochs including a 500 ms prestimulus
baseline period. Trials contaminated by eye movements or
amplifier blocking or other artifacts within the critical time
window were rejected prior to averaging.

ERPs were calculated by time domain averaging for each
subject and each valence combination (picture–voice: happy–
happy, happy–neutral, happy–sad, neutral–happy, neutral–neu-
tral, neutral–sad, sad–happy, sad–neutral, and sad–sad) in both
tasks (voice rating, picture rating).

These average ERPs were quantified by mean amplitude
measures using the mean voltage of the 500 ms time period
preceding the onset of the stimulus as a baseline reference. Time
windows for the statistical analyses were set as follows: N1 (50–
150ms), P2 (150–250ms), N2 (250–350ms), P3 (380–420ms) andN2b
(420–500 ms), followed by a sustained late positive potential (LPP,
500–1400 ms). Electrode sites used for the analysis (Fig. 6, bold
print) were midline prefrontal (MiPf), left and right lateral
prefrontal (LLPf and RLPf) and medial prefrontal (LMPf and
RMPf), left and right medial frontal (LMFr and RMFr) and medial
central (LMCe and RMCe), midline central (MiCe), midline parietal
(MiPa), left and right mediolateral parietal (LDPa and RDPa) and
medial occipital (LMOc and RMOc).

The resulting data were entered into ANOVAs (analysis of
variance). Separate ANOVAs on 4 repeated measures with within
factors ‘valenceatt’ [=valence in the attended modality (happy,
neutral, sad)], ‘valenceunatt’ [=valence in the unattended modality
(happy, neutral, sad)], ‘laterality’ (left-lateral, left-medial, midline,
right-medial and right-lateral) and ‘caudality’ (prefrontal, fronto-
central and parieto-occipital) were conducted on data from each
task, followed by comparisons between pairs of conditions. To test
for effects of task an additional ANOVA on 3 repeated measures
[two levels of task (picture rating, voice rating), 5 levels of laterality
(left-lateral, left-medial, central, right-medial and right-lateral)
and 3 levels of caudality (prefrontal, fronto-central and parieto-
occipital)] were performed.

Whenever there were two or more degrees of freedom in the
numerator, the Huynh-Feldt epsilon correction was employed.
Here, we report the original degrees of freedom and the corrected P
values.
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